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Channel Estimation for Multicarrier Modulation Systems Using a
Time-Frequency Polynomial Model

Xiaowen WangMember, IEEEand K. J. Ray LiuSenior Member, IEEE

Abstract—Channel estimation is a crucial aspect in the design controlling the model error and residual noise. The polynomial
of multicarrier modulation systems. In this work, we propose a model can be used as such a model to approximate the fading
channel estimation scheme based on polynomial approximation of multipath channel if it is viewed as a smoothly varying function

the channel responses in both time and frequency domains. The 91. Th | ial imation is d in the ti d .
proposed estimator is more robust to the variations of channel sta- [9]- The polynomial approximation is done in the time domain

tistics. Our simulation shows that it has more than 5-dB improve- N [6], [7] and in the frequency domain in [5]. In this paper,
ment over the existing methods under practical channel conditions. we use the polynomial approximation in both the time and fre-

Index Terms—Channel estimation, multicarrier modulation, ~guency domains. Therefore, the noise can be further suppressed
polynomial expansion. because fewer coefficients need to be estimated. Comparing
to the Fourier transform used in [2]-[4], the error caused by
polynomial model approximation is bounded and hence is more
robust to the channel statistics and system parameters.

ULTICARRIER modulation (MCM) is an effective tech-
nique for broadband wireless communications[1]. Itpar- ||, TiME—FREQUENCY POLYNOMIAL CHANNEL MODEL
titions the entire bandwidth into parallel independent subchan- FOR MCM SYSTEMS
nels to transmit parallel low-bit-rate data streams. Thus, MCM - . .
has a relative longer symbol duration which provides great im-The MCM system divides the whole bandwidi into L
munity to intersymbol interference (1SI) and impulse noise. Tl%lb(_:hannels and mod_ulates a block of data onto a set of sub-
riers of corresponding subchannels. In most MCM systems,

independence among subchannels simplifies the design of L .
equalizer and provides an easy method fortransmitteroptimizt & subchann'els are divided evenly, and thg bandwidth of the
ubchannels ia\f = By/L. Input data are first buffered to

tion. Since the channel information is required in both equaliz . . . .
tion and transmitter optimization, channel estimation plays IJPCKS and then divided inté bit streams._These bit sFreams
important role in MCM system design. Most channel estimatidi{© mapped to some complex constel_latpn_ poikits:, i =

schemes try to exploit the correlation of the channel responses: , L —1 atthehth block. The modulation is implemented by

of subchannels to reduce the noise and improve the estima?eosj,:'point inverse discrete Fourier transform (IDFT). Then the.
though the subchannels are considered to be independentin [mﬂ-du'ated dat"% are pgsseq through aP/S converter to form serial
ciple when performing signal detection. Minimum mean squar tax”‘ : A_cychc prefix which |s_the ?opy ofthe Iasztsamples
error (MMSE) estimation can be obtained if the channel corr fx;’s Is inserted before Ser?d'“'_g:k s to the channel. Now it
lation function of is known by using the singular value deco ollows that_ the_ symbol duration 'E/Bd; howeve_r, the actual
position of the correlation matrix [2]. However, in practice, th lock duration '.srf = (L+v/By) W'thr a sampling rate5,.
correlation function is usually not known and the channel statis®" 2 system V\."ﬂBd = 800 kHz, L = 512, andv. = 64, the .

tics may vary by time. Our goal is to design an estimation scherWQCk duration isTy = 720 pis. Such a system will be used in

under the condition that the channel statistics are not knowntBP rest of this paper.

; At the receiver, the prefix part is discarded. The demodula-
not completely known. One such scheme proposed in [2]-[4] as-
P y prop [2]-[4] a8 is performed by the discrete Fourier transform (DFT) oper-

sumes that the channel correlation matrix can be diagonalizealk%'ﬂ The d dulated d s If th i f
aFourier transform. The assumption is true when we considerm-on' e demodulated data are ¥igs. If the cyclic prefix

finite samples of the channel responses. In practice, we can oﬁl?ll.]m.c'e?tg Iorégt,hthe |rt1)tehr ferenlce bett\;v een twc()j MCTM deOdeS t
have finite observations, which may cause severe leakage ud f%'m'hnatﬁ and the subchannels can be viewed as Independen
this type of approach. ot each other, 1.e.

In this work, instead of finding the eigenbasis of the channel Vi =HipXop + Nig (1)
correlation matrix, we approximate the channel responses by
a certain model basis and minimize the estimation error lmhere H; ;. is the channel frequency response;atf of the

kth block and; ;. is the corresponding channel noige, ;. is
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In wireless broadband communications, the channel impul
response can be modeled as [8]

h(t,m) =Y 7i(t)(r —7) 2)
wherev;(t)’s are independent narrow-band Gaussian proces:§
with zero mean and variange. All +;(t)’s have the same band- §
width which is defined as Doppler frequengy. (p;, ;) defines
the delay profile describing the channel dispersion which is ali
often characterized by the maximum deﬁyé max; 7;. Three
types of delay profiles are used in this paper: TU, HT, and 2-r¢
The TU and HT delay profiles both have six paths [8], while th
2-ray delay profile has two equal power paths. We also assu
that the channelis normalized in our simulation, €,,p; = 1. ‘

The channel responsés, ;.'s are the samples df (¢, f) = " ; ; ;
[ h(t,7)e 92%7F dr, that is, H; , = H(KT},iAf). It is ob- ' : Model order ‘ *
vious that the Fourier transform &{ (¢, f) is band-limited by
fp and1,. Therefore, by discarding the high-frequency conig. 1. Bound on the mean squared model error.
ponents out of the band, we can reduce the noise and improve
the estlmanon. This is the |d_eg used in [2]_[4_]' Howev_er, ﬂ\ﬁherest(g) and S;() are the power spectra of the channel
problem is that we only have finite samplestof,, in a practical time- and frequency-domain correlation, respectively.

MCM system. The Fourier transform over these finite SamplesWithout loss of generality, assumidg = N andv < L and

mzﬁcs;}‘;ersevere leakage, which degrades the performance %Esa}ﬁg the multipath Rayleigh fading model, this bound can be
’ derived as

On the other hand, the band-limited nature of the channel re-
sponse suggests that the channel variation in the physical world

2M 2M
is smooth in both the time and frequency domains. We knal{|| Ras s ||%] < 2M!(2WfMLfD')4 (27;]5‘1%,) 5
from the approximation theory [9] that such a smoothly varying (2B4)2M (M) LV (M)
function can be approximated by projecting to a finite set of 2M\(4n2 K1fpTy)*™ (5)
basis functions. Moreover, since the MCM channel responses 22M(M1)5

are located in a time—frequency plane, it is natural to project the

responses over a time—frequency wind@&+ 1)Af x (2K + Thefirsttermin (5) is determined blyf / Bq, while the second
1)T; to a small set of polynomial basis functions around a cent@rm is determined by, 7,/ L. The third term is actually deter-
point (3o, ko), i.e., mined by fp T, and is much smaller than the first two terms if
they are both smaller than one. To make the model error small,

M—-1N-1
mre - n we can choose a larger model orddrif Lfp/By < 1 and
Hi s = IT[Z : k—k 1 — 1 R 7, . .
o+ ;::0 nz::o ot (7 ( 0)" (i = t0)" + Fnan B4T;/L < 1. However, the goal for modeling is to express

the channel responses by a small number of model coefficients,
which means that we wadt/ to be small. The other way to re-
where M and N are the model orders for frequency andiuce the above bound is to adjust the window dimensioasd

forko—KSkSko—FK,Lo—ISLSLo—i—I (3)

time domains, respectivelyd;, x,(nm) = (T7'Af")/
(mln!)(OmO"H(E, [))/ (OO ™) t=kot, f=igas ANARN N =
Ry + By — (k= ko)TH)M ((i — io)AF)N) /(MIN)(OY
ONH(t, )] (M Of " )e=v =y Bax = (((k = ko)T)™M)/
(M) (9MH{(t, f))/(0t)1=y and Ry = (((i — i0)Af)N/
N')(aNH(t,f))/(afN) F=f with k‘on < # < k‘Tf and
iwAf < ff <HAAS
The mean squared model error is then bounded by

] < (%—ﬂw)z [ erovsiers

+(4 ?VJ?) / " 2 50

() ()

Ty .
[ 2 N Si)S ) deav @)

El||Rymw

1. For fixed fp T, whenL is large, the first term is dominating,
then we should choose a smaller valugsofo make the model
error small. On the other hand, whéris small and the second
term is dominating, then we should choose a smaller value of
1. By carefully choosing the window dimensions, the time—fre-
guency model error can be limited to a certain level once the
Doppler frequencyp, maximum delayl;, and bandwidth3,
are fixed. It should be pointed out that, unlike using only a
time- or frequency-domain model [5]-[7], the model error of
the time—frequency model does not depend on the number of
subchanneld..

Fig. 1 shows the upper bound of a mean squared model error
with fpTy = TyAf = 1072 and window sizel = K =
5 according to model orde#/. In this figure, we also show
the residual noise for SNRs of 10 and 20 dB. It shows that the
noise can be greatly reduced with a small penalty on model error.
Moreover, such a model approximation does not need to know
the actual channel correlation function.
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[Il. CHANNEL ESTIMATION WITH A POLYNOMIAL MODEL window, assuminge[||X; «||*] = 1, the estimation error from

Suppose we have chosen the appropriate model orders g?,?(pecomes .
window dimensions such that 1,5 = E(|Hig kg — Hig 1o |I7] = €0 + € (10)

H;, 1, =~ Qun (L, K)biy i, (6) where
. . T T

whereH,, », and Qu,~(I, K) are defined at the bottom of e =r(0,0) = E[Hig po Hi, 1, |Qs, (45 K)anr, v (0, K)
the page, withy;", = i"k™, fori = —_cfj,...,O,...,I,k = — qh N (0, K)QY, (I, K)E[H,, 4, H ]
-K,...,0,...,K,m=0,...,M—1andn =0,...,N — 1. T f ‘ T
_Then constructHi,x, = [H-rgio,—K+ko " + qTJ;LN(O’ K)Qhy v (LK) E[Hig ko Hi ]
H_ryigk4ke ++ Higig—K4ke -+ Higig,k4k,]" With QN K)am,n (0, K)

Hip = (Yip/Xin) = Hix + (Nix/Xi ) as the temporary is the model error and

estimation.X; ;’s can be obtained either from training or from T
the detected signal. Then en = 0 (0, K)Qhy w (1 K) QY v (1, K ), (0, K)
- is the residual noise.

Hio iy = Hig ko + Nio oy = Qar, v (1 K)big g + Nig The  model error ¢, = 0, if
(M) Q, (I, K)EM,, 1, HE , 1Q}; v is a diagonal matrix.

This can be realized using the eigenbasis of the channel
[:ﬁ)érelation function. However, the statistics of the channel
qust be known which is difficult in practice and also difficult
to implement. Then, for a model basis like the polynomial

wherelN;, x, is defined at the bottom of the page.
Using least square methods, we can get the estimation of
coefficients of the polynomial basis from the temporary estim

tion
) model, the model error increases while the residual noise
biy ko = QA (L K)Hiy 1, (8) decreases when the model ordér x N becomes smaller or
the window dimensiod x K becomes larger. The tradeoff can
whereQl, (I, K) is the pseudoinverse @, v (I, K). be reached by adjusting the window dimensions and model
The channel estimation then can be constructed as orders to the channel statistics.
Hip = qun(i—io,k — ko) by, 1
o qM’AEL. L.O’k kO;TQZ?(’? )i ©) IV. SIMULATION RESULTS
=qm,N(t — 0,8 — Ro 0,k . . . . .
o ’ o ’ :O_ZO - The MCM system used in the simulations is the system in-
wherequ, (i — 0,k — ko) = 200" " *+ donZ1 - troduced in Section Il. Fig. 2 shows the comparison of mean-
q}}?{f‘b‘ko e qﬁ\;”j{f‘gfﬂ]T. Usually we fix the value of —¢;  squared estimation errors of the channel estimates based on ex-

andk—ky, i.e., fix the point of estimation inside the window angansions in both the time and frequency domains with those
slide the window to get all the estimations. Such an estimatoased on expansion in either the time or frequency domain.
can be viewed as a two-dimensional filtering process. Moreovi¥e can see that the estimation error with both time- and fre-
the polynomial basis has a symmetric property and a recursgygency-domain expansions is about 3 dB less at an SNR of 10
algorithm can be derived to implement the filtering which redB compared to the frequency-domain expansion [5] and more
duces the computation complexity. than 7 dB less compared to the time-domain expansion [6].
With an estimation point chosen to be at the center of theFig. 3 shows the estimation error under different delay pro-
frequency domain window and an end point at the time domdiies with a Doppler frequency of 40 Hz. Fig. 3(a) shows the es-

T
Hio ke = Horpio, K4k Horpiokake - Higig—kare o Higig okl
T
bio,’“o = [Himko(o? 0) Hi07k0(07N_ 1) Hioyko(M_ 170) Hioyko(M_ 17N_ 1)]
—I—K K —I-K 1K
do,0 o Gon—1 D10 Ay 1N
_ I—K I,-K I—K I—K
Qu,n(1, K) = 90,0 v Qo,n—1 D0 T dM—1,N-1
LK LK LK LK
00 v 9oN-1 d1,0 oGy 1N—1
T
N N rtig,—K4ko N_ 14y, Ktko Nrtio,— Kk Nrtio, Ktk
ik = | o R e ke e n Rk e Rtk

X _Itio,—K+ko X _Itio, K+ko XT1tio,—K+ko X1tio, K+ko
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Fig.2. Estimation error versus SNR (2-ry; = 30 HzandT; = 25 us I x
K=6x6andM x N =3 x 3).
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Fig. 3. Estimation error versus SNRZ x N =3 x 3). (@)l x £ =40 x4
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timation error with a TU delay profile and a 2-ray delay profile
with the same maximal delay as TU and (b) shows the estima-
tion error with an HT delay profile and a 2-ray delay profile with
the same maximal delay as HT. The results using the Fourier
transform-based method of [4] are also shown for comparison.
With a finite number of subchannels, all the delay paths of the
channel have to be at the sampling instances of the system to
avoid leakage, otherwise severe performance loss occurs. For a
2-ray channel witl¥; = 5 us that is the maximal delay of TU,

the method in [4] exhibits a better performance since the two
delay paths af;; = 0 and7,; = 5 us are both at the sampling
instance of the system, and hence there is no leakage caused
by Fourier transform. However, the leakage becomes large for
TU or HT delay profiles because not all their delay paths are
at the sampling instances and the performance of the Fourier
transform-based method is greatly degraded. If we consider the
Fourier transform as the approximation model basis, in those
cases with leakage, the proposed polynomial model method has
much less model error and therefore it has more than 5 dB gain
over the Fourier transform-based method than the SNR larger
than 10 dB and more robust to the channel statistics variation.
There is only a small difference between the TU or HT profiles
and its corresponding 2-ray channel with sdferespectively.

V. CONCLUSION

In this paper, we studied the channel estimation problem for
the MCM system when the statistics of the multipath fading
channel are not known or are partially known. A channel esti-
mation approach based on a time—frequency polynomial model
of the channel response is proposed. The method exploits the
channel correlation in both the time and frequency domains.
It is shown in simulation that the method is robust to different
channel statistics.
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