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DCT-Based Motion Estimation

Ut-Va Koc, Member, IEEE,and K. J. Ray Liu,Senior Member, IEEE

Abstract—We propose novel discrete cosine transform (DCT) dimensional (1-D) signals, a common problem in many areas
pseudophase techniques to estimate shift/delay between two oneof signal processing such as time delay estimation [7], [8]
Gmersional (1.0)Sgnls et fom it OCT CouTCRMS b1 o apyical iepiacement measurement (5. AS & mute of
poniFr)19 thge sinupsoidal grthogonal principles, applicable to signal facF, Sh,'ft eSt'mat'Qn for 1fD signals and translational motion
delay estimation remote sensing. Under the two-dimensional (2-D) €stimation for 2-D images inherently address the same problem
translational motion model, we further extend the pseudophase and can use similar techniques to approach.
techniques to the DCT-based motion estimation (DXT-ME) al-  |n video coding, the most commonly used motion estimation
gorithm for 2-D signals/images. The DXT-ME algorithm has = gcpeme s the full search block-matching algorithm (BKM-

certain advantages over the commonly used full search block- . "
matching approach (BKM-ME) for application to video coding ME), which searches for the best candidate block among

despite certain limitations. In addition to its robustness in a noisy all the blocks in a search area of larger size in terms of
environment and low computational complexity, O(M?) for an  either the mean-square error [10] or the mean of the absolute
M x M search range in comparison to theD(N?-A1*) complexity  frame difference [11]. The computational complexity of this
of BKM-ME for an N x N block, its ability to estimate motion approach is very high, i_e_O(NQ . M2) for an N x N

completely in DCT domain makes possible the fully DCT-based .
motion-compensated video coder structure, which has only one block in anM x M search range. Even so, BKM-ME has

major component in the feedback loop instead of three as in been successfully implemented on VLSI chips [3]-[5]. To
the conventional hybrid video coder design, and thus results reduce the number of computations, a number of suboptimal

in a higher system throughput. Furthermore, combination of fast block-matching algorithms have been proposed [10]-[15].
the DCT and motion estimation units can provide space for y,\vever, these algorithms require three or more sequential

further optimization of the overall coder. In addition, the DXT- find subootimal . R | |ati
ME algorithm has solely highly parallel local operations and this steps to find suboptimal estimates. Recently, a correlation-

property makes feasible parallel implementation suitable for very based approach [16] using complex lapped transform (CLT-
large scale integration (VLSI) design. Simulation on a number of ME) to avoid the blocking effect was proposed, but it still

video sequences is presented with comparison to BKM-ME and requires searching over a larger search area and thus results in a

other fast block search algorithms for video coding applications |, high computational burden. Moreover, motion estimation

even though DXT-ME is completely different from any block . . .

search algorithms. using the CLT-ME is accurate on moving sharp edges but not
on blur edges.

In addition to block-based approaches, pel-based estimation
methods such as pel-recursive algorithm (PRA-ME) [17], [18]
and optical flow approach (OFA-ME) [19], are very vulnerable
[. INTRODUCTION to noise by virtue of their involving only local operations and

N RECENT years, there has been great interest in motif#fy Suffer from the instability problem. _ o
I estimation from two two-dimensional (2-D) signals or a I _the category of trgnsform—domaln motion estlmatpn
sequence of images due to its various promising areas [1]q|gor|thms, thg fast Fourier transform.(FFT) phgse correlation
applications such as computer vision, image registration, targgthod was first proposed by Kuglin and Hines [20] and
tracking, video coding with application to high definition telefhen further investigated by Thomas [21] and Girod [22].
vision (HDTV), multimedia, and video telephony. Extensivd his FFT approach utilizes correlation of FFT coefficients
research has been done over many years in developing faygstimate shifts between two images from the FFT phasgs.
algorithms [1], [2] and designing cost-effective and massivefjowever, the FFT operates on complex numbers and is
parallel hardware architectures [3]-[6] suitable for current veRPt used in most video standards. Furthermore, correlation

large scale integration (VLSI) technology. Similar interestultiplies any distortion already present in the FFT of signals.
are also found in estimation of shift for the case of ond=0r multiframe motion detection, three-dimensional (3-D) FFT

has been successfully used to estimate motion in several

) ) ) ) ) consecutive frames [23], [24] based on the phenomenon that
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methods, etc.), which simply pick several displacement camotion model and extend the DCT pseudophase techniques
didates out of all possible displacement values in terms wf the DXT-ME algorithm for application to video coding. In
minimum MAD values of a reduced number of pixels, th&ection IV, we discuss the various advantages of the fully
new techniques employ the sinusoidal orthogonal principlesB&CT-based video coder architecture made possible by the
extract shift information from the pseudophases hidden in tBEXT-ME algorithm over the conventional hybrid DCT video
discrete cosine transform (DCT) coefficients of signals/imagemder architecture. However, this paper is limited to the dis-
Under the 2-D translational motion model, the techniquesission of DCT-based motion estimation techniques, while the
result in the DCT-based motion estimation (DXT-ME) algoissue of DCT-based motion compensation is addressed in [28].
rithm, a novel algorithm for motion estimation to estimatéssues related to the DCT-based video coder architecture or
displacements in the DCT domain. Being applied to videgsimilar issues can be found in [29] and [30]. The preprocessing
coding, this algorithm has certain merits over conventionatep and adaptive overlapping approach are also discussed in
methods. In addition to low computational complexity (orsection IV. Then simulation results on a number of video
the order of A2 compared toN? - M? for BKM-ME for sequences of different characteristics are presented. Finally,
the search rangé/ and block sizeN) and robustness of the paper is concluded in Section V.
the DCT pseudophase techniques, this algorithm takes DCT
coefficients of images as input to estimate motion. Therefore, I
it can be incorporated efficiently with the DCT-based coders ) )
used for most current video compression standards as the fully*S iS Well known, the FT of a signak(t) is related to FT of
DCT-based video coder structure. It enables combining bdif Shifted (or delayed it represents time) versioa(t — 7),
the DCT and motion estimation into a single component f this equation:
further reduce the coder complexity and at the same time _ jer
increases the system throughput as explained in details in Flalt=nl=e " Ha®) @)

Section IV. Finally, due to the fact that the computation Qfhere 7{.} denotes Fourier transform. The phase of Fourier
pseudo phases involves only highly local operations, a hightnsform of the shifted signal contains the information about
parallel pipelined architecture for this algorithm is possible.the amount of the shift, which can easily be extracted.

However, similar to other block-based transform-domainowever, the DCT or its counterpart, discrete sine transform
methods, the DCT-based approach suffers frombiiendary (psT), do not have any phase components as usually found
ef_fe(_:t which arises from the assumption that the object movgs ine discrete Fourier transform (DFT), but DCT (or DST)
within the block boundary. When the displacement is larggefficients of a shifted signal do also carry this shift in-
compared to the block size, as a result the moving object M@Ymation. To facilitate explanation of the DCT pseudophase
move partially or completely out of the block, making thechniques, let us first consider the case of 1-D discrete signals.
contents in two temporally consecutive blocks very differengyppose that the signdlz (n); n € {0,---,N — 1}} is
Even though this problem also exists in other motion estimaght shifted by an amountn (in our convention, a right
tion algorithms, the boundary effect becomes more severe it means thatn > 0) to generate another signdle, (n);

the DXT-ME algorithm, which enjoys lower computational, < {0,---,N—1}}. The values of:; (n) are all zeros outside
complexity partly from restricting the search area to the blogke support regiors(x;). Therefore

size than the block-matching algorithms. Therefore, the larger
the block, the better its estimation. On the other hand, if 2a(n) = z1(n—m), forn—m € S(z1) 2)
the block is too large, it is difficult to use a combination 2 0, elsewhere.

of translational movements to approximate nontranslational

motion as in the case of block-matching approaches. AsEguation (2) implies that both signals have resemblance to
result, the DCT-based approach is weak at nontranslatioffach other except that the signal is shifted. It can be shown

motion estimation and good at estimation of slow motioﬁhat’ fork =1,---,N -1,

. DCT PSEUDOPHASETECHNIQUES

meaning that most of the object's features remains in the X§ (k) ZE(k)  —z5(k) ] [ge, (k)

block after movement. To alleviate the boundary effect, a |:X25(k):| = {Zf(k) +Zf(k)} {gg’(k)} (3)
preprocessing step is added to remove strong background "

features before DCT-based motion estimation. FurthermoW',]ere g2 (k) A sin[(kr/N)(m + (1/2))] and

for fair comparison with the full search block-matching ap- A
proach (BKM-ME) having a larger search area, an adapti\%l(k) = cos[(kn/N)(m + (1/2))] are calledpseudophases
alogous to phases in the FT of shifted signals. Here,

overlapping approach is introduced to allow a larger searchy L
area in order to alleviate the boundary effect that occur§? and X' are DST (DST-ll) and DCT (DCT-Il) of the

: d kind ofry(n), respectively, whereag; and Z& are
when displacements are large compared to the block SE con 2D L L
and the contents of two blocks differ considerably. Similar t T (?STI'I) an((jj I?CTd(DC;I'—III) of tgi _f'rSt kind of:, (),
most block-based motion estimation algorithms, the DXT-MEESPECliVEly, as defined as follows [31]:

algorithm does not treat multiple moving objects in a block. 9 N-1 .
In the next section, we introduce the DCT pseudophase X (k) = —C(k) Z x2(n) cos [— (n+0.5)}
techniques with application to estimation of shift between N n=0 N

1-D signals. In Section Ill, we consider the 2-D translation ke{0,---,N—-1} 4
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Fig. 1. Determining the direction of shift based on the sign of the peak value after application of the sinusoidal orthogonal principle for the DST-II
kernel to pseudophases. (a) How to detect right shift. (b) How to detect left shift.

s 2 i kr
X5 (k) =—=C(k) x2(n) sin [— (n+ 0.5)}
2 N ;::o 2 N
ke{l,---,N} )
2 = km
ZC(k) = 124%) > z1(n) cos [Wn}
n=0
ke {0,---,N} (6)
2 = k
Z5(k) = =C(k) S z1(n)sin {—”n}
1 N nz::o ! N
kE{l,"',N—l} (7)
where
1
—, fork=0o0or N
C(k) = ’
“ { 1\,/5 otherwise.

As a matter of fact, the 2« 2 matrix in (3) is orthogonal
because

rZ1 (k)Zy (k) = I (8)
where I, is a 2 x 2 identity matrix, x = {[ZF(k)]? +
[Z7 ()]}, and
a [Zf(k) —Z(k)
Sl VA ©)

are sums of discrete impulse functions

)

IDST-I{C(k)g2, (k)}

N

N s .

= N Z CQ(k)grn(k) Sl
k=1

= §(m —n) — 6(m +n+1) (13)
IDCT-I{C(k)gS, (k) }

é 3 i 271\ .C . ]%_7T 1

23 X et wreos |7 (n+ )

= §(m —n) + 8(m +n + 1). (14)

The opposite signs id(m — n) and (m + n + 1) of (13)

are used for detecting the shift direction. If we perform
an IDST-Il operation on the pseudophases found, then the
observable window of the index space in the inverse DST
domain will be limited to{0,---, N — 1}. As illustrated in
Fig. 1, for a right shift, one spike (generated by the positive
6 function) is pointing upward at the locatiom = m in

the gray region (i.e., the observable index space), while the
other § pointing downward atn = —(m + 1) outside the
gray region. In contrary, for a left shift, the negative spike at
n = —(m+1) > 0 falls in the gray region but the positive

6 function atn = m stays out of the observable index space.
It can easily be seen that a positive peak value in the gray
region implies a right shift and a negative one means a left
shift. This enables us to determine from the sign of the peak

Therefore, it becomes very easy to solve (3) for the pseyalue the direction of the shift between signals.

dophaseg;®,(k) and g%, (k) fork=1,--- N — 1:

6(k) = nZT ()X (k) (10)

where 6(k) = [g5,(k).g7, ()" and X(k) = [X§(k),
X3 (k)]*. From the sinusoidal orthogonal principles

Sema i (o))l ()

A

r:&(m—n)—ﬁ(m—i—ﬂ-ﬁ-l), (11)
5 [ s ) [ ()]
=68(m —n)+6(m+n+1) (12)

where é§(n) is the discrete impulse function, we can see that

the IDST-Il and IDCT-II of g2, (k) and ¢2,(k), respectively,

The above derivation is based on assumption (2), but if the
assumption is relaxed to include the noise, then

z2(n) — e(n) = {

where e(n) accounts for the discrepancy from the ideal as-
sumption. Therefore

0=rzZ" (X - E)

for n —m € S(x1)
elsewhere

z1(n —m),

0, (15)

(16)

where E(k) = [E€ (k), ES(k)]T. However, if we use (10) to
computed instead because we do not know in advaage),

then the compyted pseudophase values, denotéd il be
different from 6:

0=rz"- X (17)

Thus, the estimate error is

0—8—nz" E. (18)
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Fig. 2. lllustration of 1-D DCT pseudophase techniques. (a) DCT pseudophase techniques. (b) Right shift. (c) Left shift.

The concept of pseudophases plus the application of thlesent and there is only purely translational motignk)
sinusoidal orthogonal principles leads to the DCT pseudophasiél be equal tosin(kw/N)(m + 0.5). The outputd(n) will
techniques, a new approach to estimate a shift or translatiott@n be an impulse function in the observation window. This
motion between signals in the DCT domain as depicted procedure is illustrated by two examples in Fig. 2(b) and

Fig. 2(a), as follows. (c) with a randomly generated signal as input at signal-to-
1) Compute the DCT-l and DST-I coefficients:of(n) and noise ratio (SNR)= 10 dB. These two examples demonstrate
the DCT-II and DST-II coefficients of(n). that the DCT pseudophase techniques are robust even in an

2) Compute the pseudophagg (k) for k = 1,---, N by environment of strong noise.
solving the following equation:

ZE (k) - X5 (k) — Z7 (k) - X5 (k) ¢ lll. 2-D TRANSLATIONAL MOTION
G (k) = ZEWE + [Z5 ()2 » fork#N MODEL AND THE DXT-ME ALGORITHM

fork=N.  TheDCT pseudophase techniques of extracting shift values
(19) from the pseudophases of DCT of 1-D signals, as explained in
Section Il, can be extended to the 2-D case. Let us confine the
problem of motion estimation to this 2-D translational motion
model in which an object moves translationally by, in X
direction andn,, in Ydirection as viewed on the camera plane
Emd within the scope of a camera in a noiseless environment,
as shown in Fig. 3. Then by means of the DCT pseudophase
techniques, we can extract the displacement vector out of the
. [ip, if d(i,)>0 two consecutive frames of the images of that moving object
m= { —(ip 4+ 1), if d(ip)<0 (20) by making use of the sinusoidal orthogonal principles (11) and
(12). The resulting novel algorithm for this 2-D translational
whereid, = arg max, |d(n)| is the index at which the motion model is called the DXT-ME algorithm, which is
peak value is located. essentially a DCT-based motion estimation scheme.
In Step 1, the DCT and DST can be generated simultaneoushBased on the assumption of 2-D translational displacements,
with only 3N multipliers [32]-[34], and the computation ofwe can extend the DCT pseudophase techniques to the DXT-
DCT-l can be easily obtained from DCT-Il with minimalME algorithm depicted in Fig. 4. The previous frame ;
overhead, as will be shown later. In Step 2, if noise iand the current frame, are fed into 2-D DCT-Il and 2-D

[y

Here, the hat notation indicates tligt (%) is an estimate
of the unknown real value of?, (k).

3) Feed the computed pseudophas$€(k)g:.(k); k& =
1,---, N}, into an IDST-Il decoder to produce an outpu
{d(n);n=0,---,N—1}, and search for the peak value
Then the estimated displacemehntcan be found by
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Fig. 3. An object moves translationally by, in X direction andm,, in
Y direction as viewed on the camera plane.
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Fig. 4. Block diagram of DXT-ME (a) flowchart and (b) structure.
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N-1
X7 (k1) = 25 CRCW) . Y wulm,n)

m,n=0

. sin {%ﬂ (m + 0.5)} sin [% (n+ 0.5)}

k,lE{l,"',N} (24)
or symbolically

X =DCOT—II(,),
X° =DSCT—1I(z,),

X¢* = DCST—1I(,),
X?® = DSST—II(x;).

In the same fashion, the 2-D DCT coefficients of the first kind
(2-D DCT-I) are calculated based on 1-D DCT/DST-I kernels:

N-1
ce 4
257, (1) = 25 CRCW) S wa(m,n)
m,n=0
COS Nm COs NTL y
k1€ {0,--- N} (25)
4 N-1
i1k 1) = 57 C(R)CW) > @a(min)
m,n=0

cos | wm | sin |,

kelo,--- . N}led{l,---,N—-1} (26)

N-1

sc 4

Zi21 (k1) = 55 C(R)C) > woa(m,n)
m,n=0

y kw cos I
in Nm Nn,

k 1, N—-1}1 0,---,N 27
DCT-I, coders respectively. A 2-D DCT-Il coder computes efl Ble{0, N}y (@7)

N—1
four coefficients, DCCT-II, DCST-II, DSCT-Il, and DSST-II 4

o ) ’ ’ ’ - 22 (kD) =—=C(k)C( _1(m,
each of which is defined as a 2-D separable function formegt_l( ) N2 (k)CH )mzn::()“’t i(m.n)

by 1-D DCT/DST-II kernels:
S111 Nm S111 NTL,

A N-1 kle{l,-,N—1} (28)
Xk, 1) = 5 C(R)OQ) > zi(m,n)
m,n=0 or symbolically

k . Im -
~cos | =7 (m +0.5) ) cos | (n +0.5) Z¢¢, =DOCT—I(zy_1), Z&%, = DCST—I(zy_1),

kle{o,---,N—1} (21) Zp¢, =DSCT—I(z4—1), Z;2, =DSST—I{x;_1).
N—-1
X (k, 1) :iC(k)C(l) Z 2 (m,n) Similar to the 1-D case, assuming that only translational
’ Nz s ’ motion is allowed, one can derive a set of equations to relate
. Ir DCT coefficients ofc;_1(m,n) with those ofz;(m,n) in the
- cos [W (m —|—0.5)} sin {N (n+ 0.5)} same way as in (3).
ke{0,---,N—-1}le{l,---.N} (22) Zy_1 (k1) -0(k1) = Zy(k, ). fork,le N (29)
N-1
ScC 4
Xk, D) = ¢ > wilm,n) where A = {1,--- N — 1}, (30)—~(32), shown at the bottom
m,n=0

of the next page. Her&,_, (k,1) € R*** is thesystem matrix

of the DXT-ME algorithm at(k,!). At the boundaries of
each block in the transform domain, the DCT coefficients of
x¢—1(m,n) and z,(m,n) have a 1-D relationship as given

[ 0] e 12 0 03]
ke{l,---.N}le{0,---,N -1} (23)
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below: In a 2-D space, an object may move in four possible
. directions: northeast (NEn,, >0, m, >0), northwest (NW:
Qo
ce /1. s /1. cos — (my +0.5 m,, <0, m, >0), southeast (SEn, > 0, m,, < 0), and south-
|:Zt 1(2 g) Zci—ll(fkall)} N ( ) west (NW:m,, <0, m, <0). As explained in Section II, the
"1 (k1) i“1(k, 1) sin — (m, + 0.5) orthogonal equation for the DST-Il kernel in (11) can be
xee(k, 1) applied to the pseudophagé, (k) to determine the sign of
= [Xtcs(k’ l)}’ k=0,leN (33) m (i.e., the direction of the shift). In order to detect the signs
tA fer of bothm,, andm,, (or equivalently the direction of motion), it
ce (1. _7sc (L. cos — (m,, +0.5) becomes obvious from the observation in the 1-D case that it is
Zt—l(kvl) Zt—l(kvl) N i
e (k1) e (k1) Lr _ necessary to compute the estimated pseudopt@é%u(-, )
Y Y sin — (mu +0.5) and 455, (-,-) so that the signs ofn, and m, can be
Xk, D) % determined fromg<,. (-,-) and §5°,, (-,-), respectively.
Xpe(k,D) |7 [=0keN, (34) Once again; denotes an estimated value. By taking the block
- _ boundary equations (33)—(38) into consideration, we define
zZge (kD) —Ze2 (kD | N (my +0.5) two pseudophase functions as in (39) and (40), shown at the
o (k1) e (kD ain F (1 +0.5) bottom of the page. In the computation @f, .., (k,!) and
LT N T Im.m, (K, 1), if the absolute computed value is greater than 1,
= (—1)m [Xfc(k,l)} k=NlecN, (35 then thisvalue isil-conditioned and should be discarded and
Xpo(k, 1) 7 ’ ’ thus we should set the corresponding variagle ., (k,1) or
5 o 'COS/C_W (m +0.5) gm,m, (k,1) to be zero. This ill-conditioned situation occurs
[Ztscl(kvl) _thcl(kvl)} “ ' when the denominator in (39)—(40) is zero or very small
ziey (k1) 22y (kD) gin o7 (M +0.5) and sometimes even smaller than the machine precision. This
s (o ] - N deletion of ill-conditioned values is found to improve the
= (=)™ [ng(k’ l) }, l=N,ke N (36) condition off,,, .., (k1) andg,,, . (k,!) and also the overall
e t (7;5) performance of the DXT-ME algorithm.
(=)™ 2z (k1) = X°(kD),  k=0l=N (37)  These two pseudophase functions pass through 2-D IDCT-
=)z (k1) = X7k, D), k= N,l=0. (38) Ilcoders (IDCST-Il and IDSCT-II) to generate two functions,
t—1 t
_Z{ilglﬁl; —Zt“t(k ;) _Z:ilng; Zfil(/(fal))
ze (k) Zge —zee (k) —Z7° (k1
Z. k,l — t—1\"" t—1 t—1\"" t—1\"" 30
D= g )~z (kD) 2 () —20 (kD) 50
LZ72 (kD) chl(k l) Zi2 (k1) 22, (k1)
Ir .
COS — (mu +0.5) cos — (m,, + 0.5)
95, () w i
Ty My ’ e - . e .
. gC5 (k1) cos (m, +0.5)sin N (m, +0.5)
WD =got ey | = | g fr Seos ; &)
—Qflumv(ku ! sin — (m,, + 0.5) cos N (m, +0.5)
¢ . kw s
| sin — (my +0.5) sin i (my, +0.5) |
ggsnzu(kvl)v for k,lE{l,---,N—l}
2%y (R, DX (R, 1) — 202, (R, DXk, D)
, fork=0,le{l,---,N -1
R o
frn m (kvl) = tcil i tcs i tscl ;° (39)
uwlto e — , fori=Nke{l,--- N-1}
o EDFF DY | |
L fork=0,l=N
CZ524 (kD)
grflcrn (kvl)v for kvle {177N_ 1}7
258 (e, DXk, 1) = Z38, (b, DX, D)
e = , fori=0,ke{l,---,N -1}
z (/gZzt)K(k(/?)z;+(ZZt_1(/(fk’z§))22 (k1)
9m, m (If,l) = fil ’ ch ) + fil 3 ffs ’ f (40)
ultho , fork=N,le{l,---,N-1
o AP (R DY { }
4;(’), fork=N,l=0
\ Zt—l(kv l)
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DCS: DSC:

e >0

o >0 my > 0

my < 0

my >0
myp >0

my <0
my <

my <0
Ty > 0

® Positive Peak Value O Negative Peak Value @ Positive Peak Value O Negative Peak Value

@ (b)
Fig. 5. Determination of the direction of motion based on the sign of the peak value. (a) DCS. (b) DSC.

DCS¢(, ) and DSC{, -) in view of the orthogonal property of TABLE |
DCT-Il and DST-II in (11) and (12): DETERMINATION OF DIRECTION OF MOVEMENT
(my,my) FROM THE SIGNS OF DSC AnD DCS
DCS(m,n) =IDCST-I(C(K)C() frn,m, (k. 1)) Sign of Sign of Peak Index Direction of
4 N-1 N DSC Peak | DCS Peak Motion
= e Z Z Cc? (/f)CQ(l)fmumv (k, 1) + + (my, my) northeast
k=0 I=1 + - (my, —(my + 1)) southeast
kw 1N | Ix 1 - + (—(my +1),m,) northwest
- COS N <m + 5) sin N <” + 5) - - (—=(mu 4+ 1), —(my + 1)) | southwest

=[6(m —my) + 6(m +m, + 1)]

[6(n —my) = 6(n +m, +1)] (41) ot movement is summarized in Table I. Once the direction is

DSC(m,n) =IDSCT-ILC(k)C(1) g, m, (k. 1)) found, d can be estimated accordingly:
N N-1
4 L . . .

=— C*EYC*(D)gm,,m, (K, 1) ipsc =tpcs, I DSClépsc, jpsc) >0
N? ;::1 ; my =4 —(ipsc +1) = _—(iDcs +1), (43)

_kr 1 In 1 if DSC(ipsc, Jpsc) <0

RN <m * 5) N <n + 5) Jocs = josc,  if DCS(ipcs, jpes) >0
= [6(m — mu) — 6(m +m, + 1)] My = _(jDCS + 1) = _(jDSC + 1)7 (44)

[8(n—mo) +8(n+m, + 1) (42) if DCS(ipcs, jpos) <0

By the same argument as in the 1-D case, the 2-D IDCEII'V-here
Il coders limit the observable index spadéi,;): 7,7 = (tpes, Jpes) = arg max_ |[DCS(m, n)| (45)
0,---,N — 1} of DCS and DSC to the first quadrant of the , , mned
entire index space shown as gray regions in Fig. 5, which (ipsc; jpsc) :argnﬁ?,?é(@'DSC(m’””' (46)

depicts (41) and (42). Similar to the 1-D case,rnif, is
positive, the observable peak value of O®Cn) will be
positive regardless of the sign ef, since DSGm,n) =
6(m —my,) - [6(n — my,) + 8(n +m,, + 1)] in the observable
index space. Likewise, ifn,, is negative, the observable peal

Normally, these two peak indices are consistent but in noisy
circumstances, they may not agree. In this case, an arbitration
rule must be made to pick the best indgy, ) in terms of
Igninimum nonpeak-to-peak ratio (NPR):

value of DS@m, n) will be negative because D%@,n) = .+ _ [ (ipsc,jpsc) if NPR(DSC)< NPR(DCS)
§(m + m, + 1) - [8(n — my) + 6(n + m, + 1)] in the gray ~ (D:JD) = (ipcs, jpes)  if NPR(DSC)> NPR(DCS).
region. As a result, the sign of the observable peak value of (47)

DSC determines the sign oh,. The same reasoning may

apply to DCS in the determination of the sign of,. The This index(ip, jp) will then be used to determiné by (43)
estimated displacemeni,: (M., my), can thus be found by and (44). Here, NPR is defined as the ratio of the average of
locating the peaks of DCS and DSC oV, ---, N — 1}? or all absolute nonpeak values to the absolute peak value. Thus,
over an index range of interest, usually,= {0,---,N/2}> 0 <NPR < 1, and for a pure impulse function, NPR 0.

for slow motion. How the peak signs determine the directidBuch an approach to choose the best index among the two
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Pasudo-phase 1 DXT-ME (SNA=10) DSC i DXT-ME (SNR=10)

X1 of size N=32 at SNR=10

014

*‘l

:”

I
l\\m{\“ >

20
0o LAV =0

40

Paoudo phess g in DXT- ME (SNH-10) OCS in DXT-ME (SNR=10)

X2 shifted (5,-3) pel BG level =0

sl 2 8BS 2

-0

O-i5.2)

@ (b) (© (d)

Fig. 6. DXT-ME performed on the images of an object moving in the direction<8) with additive white Gaussian noise at SNR 10 dB in a
completely dark environment. (a) Original inputs and x2 (b) noise added.

indices is found empirically to improve the noise immunity of,(m,n) andx;_1(m,n) subtracted by the background pixel

this estimation algorithm. value ¢ (¢ > 0), respectively:

In situations where slow motion is preferred, it is better to
search the peak value in a zigzag way as widely used in DCT- ye(m,n) =x(m,n) — c, (50)
based hybrid video coding [35], [36]. Starting from the index ye—1(m,n) =x_1(m,n) — ¢ (51)

(0, 0), zigzagly scan all the DCS (or DSC) values and mark

the point as the new peak index if the value at that p@int) In this way,{z:_1(m,n)} and{z:(m,n)} can be considered

is larger than the current peak value by more than a presst the images of an object moving in a dark environment.

threshold#: Denote Z,_1(k,[) as the system matrix of the input image
. . N . . . zy—1 and U,_1(k,l) as that ofy,_; for k,1 € A. Also let

(incs, pes) = (6, ) 1 DOS(s, 5) > DOS(ics, jpes) +0, - 7 . 7) pe the \(/ect)or of the 2-D DCT-II coefficients of and

(48)  #,(k,1) be the vector for,. Applying the DXT-ME algorithm
(insc, jnsc) = (i,5) if DSC(, j) > DSC(ipsc, jnsc) + 6.  to both situations, we have, fdr,l ¢ N

(49)

Zip 1 (ky 1) - Oy, (K, 1) =Z4 (K, 1) (52)
In this way, large spurious spikes at the higher index points U1 (kD) - G, (k1) =7, (k, 1. (53)
will not affect the performance and thus improve its noise
immunity further. Here, ¢, m. (k, 1) is the vector of the computed pseudophases

Fig. 6 demonstrates the DXT-ME algorithm. Images of fr the case of dark background and thus
rectangularly-shaped moving object with arbitrary texture are
generated as in Fig. 6(a) and corrupted by additive white ¢, . (k,1) = [¢S e, (Ko 1), gm . (K5 1), gm m, (B, 1)
Gaussian noise at SNR 10 dB as in Fig. 6(b). The resulted gm (K, n|”
pseudophase functionsandg, as well as DCS and DSC, are
depicted in Fig. 6(c) and (d), correspondingly. Large peakg g (k1) is for uniformly bright background and
can be seen clearly in Fig. 6(d) on rough surfaces caused by
noise in spite of noisy input images. The positions of these gm (B 1) = [Aglcm (k71)7§25nl (kJ)’g;lem (k,1)

peaks give us an accurate motion estimate<3). .
G, (B D1 # P, (R D).

Starting from the definition of each elementih_; (k,!) and
What if an object is moving in a uniformly bright back-Z,(k,1), we obtain

ground instead of a completely dark environment? It can

be shown analytically and empirically that uniformly bright Zy (kD) =Uy 1 (k1) +c- D(k,1) (54)
background introduces only very small spikes which does not 2.k, 1) =4,(k, 1) + ¢ - &k, 1) (55)
affect the accuracy of the estimate. Suppose {hat; (m,n)}

and{x:(m,n)} are pixel values of two consecutive frames oivhere D(%,l) is the system matrix with{d(m,n) =
an object displaced bym,,m,) on a uniformly bright back- 1,¥m,n ={0,---, N — 1}} as input andék, ) is the vector
ground. Then let;(m, n) andy;_1(m, n) be the pixel value of of the 2D-DCT-II coefficients ofd(m,n). Substituting (54)

A. Analysis
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and (55) into (53), we get Then
Z=a(01) B, 1) B o (1) = B (B 1 S L HkI
=Z (k1) - G, (k1) + € muma (K1) = Gmum, (5 1) + [s—i—c +HE, )}
[k, 1) = D(K,1) - Py, (R, D] (56) . {XOO - anunlv}- (62)

Sinced(k,l) = D(k,1) - goo(k,1), (56) becomes
Recall that a 2-D IDCT-Il operation ora/)m m, (k,1) or

O, (k1) = Gy, (R, 1) + 27 (k. DDk, 1) Poo(k, 1) producess,,. ... Or oo, respectively, where
“[poo (k1) = mym, (K, 1] (57)

. o r(6m—a)+86(m+a+1)) T
provided that|Z;_1(k,[)| # 0. Similar results can also be (8(n —b)+68(n+b+1))
found at block boundaries. Referring to (30), we know that (6(m — a) + 6(m +a+ 1))

D(k,1) is composed ofDec(k, 1), D**(k,l), D**(k,l), and - (6(n—b) —8(n+b+1))
De3(k,1), each of which is a separable function made up by bap(m,n) = (8(m —a) — 6(m+a+1))
9 N-1 o (b(n—=0b)+6(n+b+1))
De(E) ENC(k) Z oS [Wm} (6(m —a)—6(m—+a+1))
m=0 L (6(71—b) —6(7’L+b+1))_
_ 2 . =11 _ (_1\k . .
= NC(k){O.o[l (=D)"]+ N -6(k)} Therefore
N-—-1
D3(k) = 3O(k) > sin L ~
k) =+ N d(m,n) = 2-D-IDCT-I{C(E)C(1),n, . (k, 1)}
m= - C
_(_1)k =0m,m, (m,n) + —— 2-D IDCT-II{C(k)C(1)
%C(/ﬂ)L’g] for k £0 N _ste :
= 2tan ﬁ : [)\OO(ka l) - )\rn,urnv (ka l)]} + ﬁ(ma 7’L) (63)
0 for £ =0.
From the above equations, we can see ti(k) where 17 is the noise term contributed from 2-D IDCT-

Dg(k) = 0 if k is even, and for Oddu>0 Dc( ) ( / ) ||{H(/€,Z)C(/{})C(l)[)\oo(k},l):)\n,un,u(k,l)]} Because\,; IS
while D*(k) = (2/N tan(kr/2N)). Hence, D (k,1) = equivalent to downsampllngab ina 2—D index space and it is '
De(k,1) = D*(k,1) = D*(k,1) = 0 if either k or [ is known that downsampling produces in the transform domain
even. As a resultf, . (k1) = ¢m,m, (k1) if either k mirror images of magnitude only one-fourth of the original
or [ is even. For odd indices and!, it is possible to find a and of sign depending on the transform function, we obtain
constants and a matrixV(k,1) € R4X4 such thal/,_; (k,1) =

s[D(k,)—N(k,l)]and|N(k,1)D (k D| < 1for |D(k,1)| # E, . (m.n)=2-D IDCT-II{C(k)C(l))\m m, (k. D)}

0. Therefore, for|(s/s + ¢)N(k,)D (k,1)| < 1 =1 (&, (M)
cZ; ! (k, 1)D(k, 1) + diag(C,) - 6(1\ 1= )m, (M 1)
—1 i N
= [ -2 N(k,l)D_l(k,l)} (58) + diag(C, 2) * B (v—1=m, ) ()
ste st +d1ag(C) 6(]\ 1—my ) (N—1—m, )(m 71)]
C S
= I N(k, DD (k1 (64)
s+c{+s+c (k,8) (k,8)

s ) 2 where diag) is the diagonal matrix of a vector and;
+ L e N(k,1[)D™ (/f,l)} +-o 0o (89) (i =1,2,3) is a vector consisting af1. A similar expression
can also be established for 2-D DCT-\ho}. In conclusion

If we Ilump all the high-order terms of(s/s +

¢)N(k,[)D~*(k,1) in one termH(k, 1), then d(rm, 1) =8 (myn) 4+ ——
4(s +¢)
G (1) =Frn (1) + | 5+ B ool ) — By (m, )] + (). (65)

[boo(k, 1) = b, m, (K, D] (60) The above equation predicts the presence oj a very small
Usually,0 < ¢, s < 255 for the maximum gray level equal tonoise termsi and several small spike#/oo and £, m, , of
255. For moderately large H(k.1) is very small. Define the magnitude moderated ky/4(s +c)) which are much smaller

subsampled version of the pseudophase funafigiik,!) as than the displacement peak, as displayed in Fig. 7(b) and (c)
wheren for the case ok = 3 in (b) is observable but very

Nas (k1) = {‘/_;ab(kvl)v if both & andl are odd 51y small, and can be regarded as noise whefeés practically
0, otherwise. absent as in (c) when = 255
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DSC in DXT-ME

o=t5.3)

DGS i DXT-ME

(@

(@), (b) An object is moving in the direction (5,3) in a uniformly bright backgrounde = 3). (c) Another object is moving northeast (8, 7) for

(b)

Fig. 7.
background pixel values= ¢ = 255. (&) f andg. (b) DSC and DCS. (c) Another

B. Computational Issues and Complexity

The block diagram in Fig. 4(a) shows that a separate 2-
D DCT-l is needed in addition to the standard DCT (2-D

0SC in DXT-ME

DCS in OXT-ME

LAV=0, BG-266

(©

DSC and DCS.

TABLE 1l

957

=)

CoMPUTATIONAL COMPLEXITY OF EACH STAGE

IN DXT-ME FOR A SEARCH

RANGE M x M

. . . . . Stage | Component Computational Complexity
DCT-II). Th|§ is undesirable frqm the complexity wgwpomt. S DOTI Ot = O(M)
However, this problem can be circumvented by considering the Cocff. Transformation Unit (T) | O(M?%)
point-to-point relationship between 2-D DCT-l and 2-D DCT- 2 | Pseudo Phase Computation o(M?)
Il coefficients in the frequency domain férl € A, as in (66), ; iD’iDgCT"f, gféj;)o(M)
eak vearching
shown at the bottom of the page, wheXg® , X7, X<, Fstimation o

and X/°, are the 2-D DCT-Il coefficients of the previous
frame. Similar relation also exists for the coefficients at block
boundaries. This observation results in the simple structured 172y for an M x M search range and so is the unit

Fig. 4(b), where Block T is a coefficient transformation unify determine the displacement. For the computation of the
realizing (66). pseudophase functiorf-, -) in (39) andg(-, -) in (40), DSCT,

In view of the fact that the actual number of computationsCST, and DSST coefficients (regarded as DST coefficients)
required by the DCT pseudophase techniques or the DXfust be calculated in addition to DCCT coefficients (i.e.,
ME algorithm lies heavily on the specific implementation fofhe usual 2-D DCT). However, all these coefficients can be
a particular application such as motion estimation in videgenerated with little overhead in the course of computing
coding, it is more appropriate to consider the asymptotic cop-D DCT coefficients. As a matter of fact, a parallel and
putational complexity as generally accepted in the evaluati@fily-pipelined 2-D DCT lattice structure has been developed
of algorithms in this section. Based on the straightforwanfd2]-[34] to generate 2-D DCT coefficients at a cost of
implementation without further optimization, a rough cound(M) operations. This DCT coder computes DCT and DST
of the actual number of computations will be presented tvefficients dually due to its internal lattice architecture. These
Section IV where the DXT-ME algorithm is used in vidednternally generated DST coefficients can be output to the
coding. DXT-ME module for pseudophase computation. This same

If the DCT has computational complexity,.:, the overall lattice structure can also be modified as a 2-D IDCT which
complexity of DXT-ME isO(M?)+ Oy, with the complexity also hasO(M) complexity. To sum up, the computational
of each component summarized in Table Il. The computatior@mplexity of this DXT-ME is onlyO(A4?), lower than the
complexity of the pseudophase computation component is ori N2 - M2) complexity of BKM-ME for an N x N block.

[ cos —Im cos —ZW cos —Im sin _l7r sin _k7r cos —ZW sin —Im sin _l7r 1
oo 2N 2N 2N 2N 2N 2N 2N 2N oo
Zi2y (k1) cos km . In cos k cos In . km . lm y km cos Im Xie (k)
s — —sin — — — —sin ——sin —  sin — — s
Z2 (kD | N7 2N 2 2N 2N 2N aN XEB D 66)
22y (k1) _gin —% cos & —gin ~C gin —~  cos k—WCOS ST cos X gin ~ X2y (k)
z22 (k1) 2N 2N 2N 2N 2N 2N 2N 2N | X2 (K, D)
.o kmo w . kw 7 krn . lw km 7
in —sin —  —sin — — - —sin — — —
E 2NS 5N S 2Ncos 5N cos 2NS 5N cos 2Ncos o
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Fig. 8. Coder structures: (a) Conventional hybrid DCT motion-compensated video coder. (b) Fully DCT-based motion-compensated video coder.

A closer look at (39), (40), and (66) reveals that the X, X,
operations of pseudophase computation and coefficient trans-
formation are performed independently at each pdint) o

in the transform domain and therefore are inherently highly
parallel operations. Since most of the operations in the DXT- ,
ME algorithm involve mainly pseudophase computation and DXT-ME NO MOTION
coefficient transformation in addition to DCT and IDCT op- o

erations which have been studied extensively, the DXT-ME
algorithm can easily be implemented on highly parallel array

A . . . . . DETERMINE THE O
processors or dedicated circuits. This is very different from Monomcroa;l:g\;
BKM-ME, which requires shifting of pixels and summation ON MSEMAD CRITERION
of differences of pixel values and, hence, discourages parallel ]

implementation. estimated displacement (m1,n1)

Fig. 9. Block diagram of simplified extended DXT-ME.
IV. APPLICATION TO VIDEO CODING

AND FuLLy DCT-BASED VIDEO CODER

. . ,%n alternative solution without degradation of the perfor-
Itis because the proposed DCT pseudophase techniques Qance is to develop a motion estimation algorithm that can
the DXT-ME algorithm are DCT-based that the immediate . P . 9 .
application of the algorithm will then be motion estimatio york in the DCT transform domain as remarked in [38]

qn this way, the DCT can be moved out of the loop as

incorporated into the standard-compliant DCT-based mOtiogépicted in Fig. 8(b). and thus the operating speed of this

compensated video coder design. In most international vid . i
coding standards such as CCITT H.261 [35], MPEG [36] B%T can be reduced to the data rate of the incoming stream.

well as the proposed HDTV standard, DCT- and block—baseq?.reover’ the IDCT is rem_oved from the feedback IIOOD’
W ICh now has only two simple components Q and'Q

motion estimation are the essential elements to achieve spati ; : . . i
pa:(;[l_e guantizers) in addition to the transform-domain motion

and temporal compression, respectively. Most implemen eﬁtimator (TD-ME). This not only reduces the complexity of

ions of ndard-complian r h nventi o
tio sora standard-comp a_t coder adopt the conve toQﬁe coder but also resolve the bottleneck problem with little
motion compensated DCT video coder structure as shown_in

Fig (e, The DCT s located side he loop of tempord 9251 1 1S Perormarce, et e benef ol over over)
prediction, which also includes an IDCT and a spatial-domain piexity 9ely

motion estimator (SD-ME), which is usually the BKM—ME.g;:g?s:togor?]p%rﬁ:ﬁtg' Czl;rg]:rggae’oa;rﬁggei? tr?éjt (')n e[ril?(]a’
The IDCT is needed solely for transforming the DCT co- b JoIntly op y op

. ; o h the same transform domain. It should be stressed that by
efficients back to the spatial domain in which the SD M@séng the DXT-ME algorithm discussed in this paper and

estimates motion vectors and performs motion compensa Re DCT-based motion compensation methods investigated
prediction. This is an undesirable coder architecture for the npens gat
. o " . in [28]-[30], standard-compliant bitstreams can be formed in
following reasons. In addition to the additional complexity e
. accordance to the specification of any DCT-based standard

added to the overall architecture, the DCT and IDCT must b€ .
o . ._such as MPEG without any need to change the structure of any

put inside the feedback loop, which has long been recognize . . . L
; Lo . standard-compliant decoder. This standard compliance implies

as the major bottleneck of the entire digital video system for

high-end real-time applications. The throughput of the COd%E erggjgggaggsfhange to improve the MPEG encoder speed
is limited by the processing speed of the feedback loop, whi '

is roughly the total time for the data stream to go through each _

component in the loop. Therefore the DCT (or IDCT) must be- Preprocessing

designed to operate at least twice as fast as the incoming datBor complicated video sequences in which objects may
stream. A compromise is to remove the loop and perform opaneve across the border of blocks in nonuniform background,
loop motion estimation based upon original images instead mieprocessing can be employed to enhance the features of
reconstructed images in sacrifice of the performance of thwving objects and avoid violation of the assumption of
coder [37]. DXT-ME that the only moving object moves completely
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-

max(vz, v- 1) b e

search area

(@ (b) (c)
Fig. 10. Adaptive overlapping approach.

inside the block boundary. Intuitively speaking, the DXTmoving objects are moving constantly in one direction in three
ME algorithm tries to match the features of any object ooonsecutive frames. For 30 frames/s, the standard NTSC frame
two consecutive frames so that any translation motion can tade, objects can usually be viewed as moving at a constant
estimated regardless of the shape and texture of the objecspsged in three consecutive frames. However, for ten frames/s,
long as these two frames contain significant energy level @ commonly found in the videophone applications, the motion
the object features. Due to this feature matching property fay appear jerky and, therefore, may degrade the performance
the DXT-ME algorithm, effective preprocessing will improveof frame differentiation. Obviously, this step also has only
the performance of motion estimation if preprocessing c4¥M?) computational complexity.

enhance the object features in the original sequence. In ordePreferably, a simple decision rule similar to the one used in
to keep the computational complexity of the overall motiothe MPEG-1 standard [36] , as depicted in Fig. 9(b), is used
estimator low, the chosen preprocessing function must Bechoose among the DXT-ME estimate and no motion. This
simple but effective in the sense that unwanted features wiimplified extended DXT-ME algorithm works very well when
not affect the accuracy of estimation. Our study found th&Pmbined with the adaptive overlapping approach.

both edge extraction and frame differentiation are simple and

effective schemes for extraction of motion information. B. Adaptive Overlapping Approach

Edges of an object can represent the object itself in motlonAS the restriction of DXT-ME, the search area must be

estimatior_l as its -featgres [39] and co_ntain the information ﬁFnited to the size of a candidate block. On the contrary, the
motion without violating the assumption for DXT-ME. They, .\ matching approaches require a larger search area than
other advantage of edge exraction is that any change in {§& . ngidate block and a larger search area leads to more
illumination condition does not alter the edge information anfl, i aion available for the motion estimation algorithms.

in trn makes no false motion estimates by the DXT-Meyjs gitference makes the comparison of two different types
algorithm. Since we only intend to extract the main features gf athods unfair. For fair comparison with BKM-ME, we
moving objects while keeping the overall complexity 10w, W&yt the adaptive overlapping approach to enlarge adaptively
employ a very simple edge detection by convolving horizontgle piock area depending on where the block is located in

and vertical Sobel operators of size>3 3 with the image the whole image, and thus diminish the boundary effect as
to obtain horizontal and vertical gradients respectively anfiscussed in Section 1.

then combine both gradients by taking the square root of thej, section 11, we mention that peaks of DSC and
sum of the squares of both gradients [40]. Edge deteclies are searched over a fixed index range of interest
provides us the features of moving objects but also the featuges- 1o ... N/2}2. However, if we follow the partitioning
of the background (stationary objects), which is undesirablggproach used in BKM-ME, then we may dynamically adjust
However, if the features of the background have smallgs At first, partition the whole current frame inths x bs
energy than those of moving objects within every blockonoverlapping reference blocks shown as the shaded area in
containing moving objects, then the background features willg. 10(a). Each reference block is associated with a larger
not affect the performance of DXT-ME. The computationadearch area (of sizer) in the previous frame (the dotted region
complexity of this preprocessing step is or)(M?) for a in the same figure) in the same way as for BKM-ME. From
search rangeM x M and thus the overall computationalkhe position of a reference block and its associated search area,
complexity is still O(M?). a search rang® = {(u,v): —u; < u < ug, —v; < v < va}
Frame differentiation generates an image of the differencan then be determined as in Fig. 10(b). Differing from BKM-
of two consecutive frames. This frame-differentiated imagdE, DXT-ME requires that the reference block size and
contains no background objects but the difference of movitige search area size must be equal. Thus, instead of using
objects between two frames. The DXT-ME estimator operatdse reference block, we use the block of the same size and
directly on this frame-differentiated sequence to predict motigrosition in the current frame as the search area of the previous
in the original sequence. The estimate will be good if thieame. The peak values of DSC and DCS are searched in a
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Fig. 11. Frame 57 in the flower garden (FG) sequence. (a) Original. (b) Edge extracted. (c) Frame differentiated.

zigzag way as described in Section Ill over this index rang®nsisting of 16x 16 luminance blocks and two & 8

¢ = {0, -, max(uz,u; — 1)} x {0, -, max(vz,v1 — 1)}. chrominance blocks, are considered to be the basic unit for
In addition to the requirement that the new peak value musiotion estimation/compensation in MPEG standards [36], the
be larger than the current peak value by a preset thresholdipitowing simulation setting is adopted for simulations on the
is necessary to examine if the motion estimate determined g sequence and all other subsequent sequences: 16

the new peak index lies in the search reginSince search blocks on 32x 32 search areas. Furthermore, the overlapping
areas overlap on one another, the SE-DXT-ME architectuE-DXT-ME algorithm is used for fair comparison with block-
utilizing this approach is calledverlapping SE-DXT-ME matching approaches which require a larger search area.
Even though the block size required by the Overlapping SE-As can be seen in Fig. 11(b), the edge extracted frames
DXT-ME algorithm is larger than the block size for one DCTcontain significant features of moving objects in the orig-
block, it is still possible to estimate motion completely in thghal frames so that DXT-ME can estimate the movement
DCT domain without going back to the spatial domain byf the objects based upon the information provided by the
concatenating neighboring DCT blocks directly in the DCEdge extracted frames. Because the camera is moving at a

domain [41]. constant speed in one direction, the moving objects occupy
almost the whole scene. Therefore, the background features
C. Simulation Results do not interfere with the operation of DXT-ME much but still

A number of video sequences with different characteristiédfect the overall performance of DXT-ME as compared to
are used in our simulations to compare the performance tB¢ frame-differentiated preprocessing approach. The frame-
the DXT-ME algorithm with the full search BKM-ME (or differentiated images of the FG sequence, one of which is
BKM for the sake of brevity) as well as three commonly use®hown in Fig. 11(c), have the residual energy strong enough
fast search block-matching approaches such as the logarithfific DXT-ME to estimate the motion directly on this frame-
search method (LOG), the three step search method (TSS), difterentiated sequence due to the constant movement of the
the subsampled search approach (SUB) [14]. The performaf@énera.
of different schemes is evaluated and compared in terms offhe performances for different motion estimation schemes
mean squared error per pel (MSE) and bits per sample (BR&$ plotted in Fig. 12 and summarized in Table Ill, where
whereMSE = (%, , [#(m,n) — z(m,n)]*/N?) and BPS is the MSE and BPS values of different motion estimation
the ratio of the total number of bits required for each motioapproaches are averaged over the whole sequence from frames
compensated residual frame in JPEG format (BPS) converto 99 for easy comparison. It should be noted that the MSE
by the image format conversion program, ALCHEMY, wittdifference in Table Il is the difference of the MSE value of
quality = 32 to the number of pixels. As widely used inthe corresponding motion estimation scheme from the MSE
the literature of video coding, all the block-matching methodglue of the full search block-matching approach (BKM) and

adopt the conventional MAD optimization criterion the MSE ratio is the ratio of the MSE difference to the MSE
R of BKM. As indicated in the performance summary table, the
d=(t,0) = arg (fil)lés frame differentiated DXT-ME algorithm is 28.9% worse in
’ terms of MSE than the full search block-matching approach
Z jw2(m, n) —@1(m —u,n —v)] while the edge extracted DXT-ME algorithm is 36.0% worse.
L mn Surprisingly, even though the fast search block-matching algo-
N? rithms (only 12.6% worse than BKM), TSS/LOG, have smaller
whereS denotes the set of allowable displacements dependiM$E values than the DXT-ME algorithm, TSS/LOG have
on which block-matching approach is in use. slightly larger BPS values than the DXT-ME algorithm, as can

The first sequence is the flower garden (FG) sequence whelearly be seen in Table Il and Fig. 12. In other words, the
the camera is moving before a big tree and a flower gardemtion-compensated residual frames generated by TSS/LOG
in front of a house as shown in Fig. 11(a). Each frame hagquire slightly more bits than the DXT-ME algorithm to
352 x 224 pixels. Simple preprocessing is applied to thigsansmit/store after compression even though the MSE ratios
sequence: edge extraction or frame differentiation as depict®dTSS/LOG are smaller than those of DXT-ME results in
in Fig. 11(b) and (c), respectively. Since macroblocks, eathis FG sequence.
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Fig. 12. Comparison of overlapping SE-DXT-ME with block-matching approaches on FG. (a) Preprocessed with frame differentiation. (b) Preprocessed

with edge extraction.

TABLE I
PERFORMANCE SUMMARY OF THE OVERLAPPING SE-DXT-ME ALGORITHM WITH EITHER FRAME DIFFERENTIATION OR EDGE EXTRACTION AS PREPROCESSINGAGAINST
FuLL SEARCH AND FAST SEARCH BLOCK-MATCHING APPROACHES(BKM, TSS, LOG, SUB)OVER THE SEQUENCE FLOWER GARDEN. MSE DIFFERENCEIS THE
DIFFERENCE FROM THEMSE VALUE OF FuLL SEARCH BLock-MATCHING METHOD (BKM) AND MSE RaTiO IS THE RaTIO OF MSE DiIFFERENCE TO THEMSE oF BKM

Approach | MSE | MSE difference [ MSE ratio ]| BPF | BPS | BPS ratio
BKM 127.021 0.000 0% [ 63726 [ 0.808 0%
Frame Differentiated DXT-ME || 163.712 36.691 28.9% || 67557 | 0.857 6.0%
Edge Extracted DXT-ME 172.686 45.665 36.0% | 68091 | 0.864 6.8%
TSS 143.046 16.025 12.6% || 68740 | 0.872 7.9%
LOG 143.048 16.026 12.6% || 68739 | 0.872 7.9%
SUB 127.913 0.892 0.7% || 63767 [ 0.809 1%

Another simulation is done on the infrared car (CAR)he roadside. This mixture is not desirable and hampers the
sequence, which has the frame size»@@.12 and one major estimation of the DXT-ME algorithm as revealed by the
moving object, the car moving along the curved road towapkrformance plot in Fig. 14 and the performance summary in
the camera fixed on the ground. After preprocessed by edfmble IV. As to the frame differentiated images as shown in
extraction as shown in Fig. 13(b), the features of both th&g. 13(c), the residual energy of the moving car is completely
car and the background are captured in the edge extracsegarated from the rest of the scene in most of the preprocessed
frames. For the first few frames, the features of the roadsiftames and, therefore, lower MSE values are obtained with this
behind the car mix with the features of the car moving alorreprocessing function than with edge extraction. In Table IV,
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(@ (b) (©
Fig. 13. Infrared car (CAR) sequence. (a) Original. (b) Edge extracted. (c) Frame differentiated.
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Fig. 14. Comparison of Overlapping SE-DXT-ME with block-matching approaches on CAR. (a) Preprocessed with frame differentiation. (b) Pdeprocesse
with edge extraction.

the frame differentiated DXT-ME algorithm is only 0.7%on average for the JPEG compressed residual frames than the
worse than the full search block-matching approach comparfedl search approach (BKM).

to 0.9% for the subsampled approach (SUB) and 0.3% forSimulation is also performed on the Miss America sequence
both LOG and TSS, while the edge extracted DXT-ME hasia QCIF format, of which each frame has 1%6144 pixels.

MSE ratio 6.8%. However, if we compare the BPS values, wihis sequence not only has translational motion of the head
find that the frame differentiated DXT-ME requires fewer bitand shoulders but also the mouth and eyes open and close. This
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TABLE IV

963

PERFORMANCE SUMMARY OF THE OVERLAPPING SE-DXT-ME ALGORITHM WITH EITHER FRAME DIFFERENTIATION OR EDGE EXTRACTION AS PREPROCESSING
AGAINST FULL SEARCH AND FAST SEARCH BLOCK-MATCHING APPROACHES(BKM, TSS, LOG, SUB)OVER THE SEQUENCE INFRARED CAR

Approach | MSE | MSE difference [ MSE ratio | BPF [ BPS | BPS ratio
BKM 67.902 0.000 0% || 10156 | 0.945 0%
Frame Differentiated DXT-ME || 68.355 0.453 0.7% || 10150 | 0.944 -0.1%
Edge lixtracted DXT-ME 72.518 4.615 6.8% || 10177 | 0.946 0.2%
TSS 68.108 0.206 0.3% || 10159 | 0.945 0.0%
LOG 68.108 0.206 0.3% || 10159 | 0.945 0.0%
SUB 68.493 0.591 0.9% || 10159 | 0.945 0.0%
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Fig. 15. Comparison of overlapping SE-DXT-ME with block-matching approaches on Miss America in QCIF format.

makes the task of motion estimation difficult for this sequens®mewhat worse than the frame-differentiated DXT-ME and

but the DXT-ME algorithm can still perform reasonably welbchieves 2% more of MSE than BKM.

compared to the block-matching methods, as can be found irfFrom all the above simulations, it seems that frame differen-
Fig. 15. The performance of all the algorithms is summarizdihtion is a better choice for preprocessing than edge extraction
in Table V, where the MSE and BPS values are averaged odgele to its capability of removing background features, which in

the whole sequence from frames 3-149. As clearly shownsnme cases affect adversely the performance of the DXT-ME
Table V, the frame differentiated DXT-ME is only 6.9% worselgorithm.

than BKM as compared to 2.1% worse for both LOG and TSS .

and 0.3% worse for SUB. Furthermore, the BPS achieved By Rough Count of Computations

the frame differentiated DXT-ME is 0.307, only 0.9% larger In the previous section, we choose the asymptotic complex-
than BKM. However, the edge extracted DXT-ME perform#y for comparison because calculation of the actual number
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TABLE V
PERFORMANCE SUMMARY OF THE OVERLAPPING SE-DXT-ME ALGORITHM WITH EITHER FRAME DIFFERNTIATION OR EDGE EXTRACTION AS PREPROCESSING
AGAINST FULL SEARCH AND FAST SEARCH BLOCK-MATCHING APPROACHES(BKM, TSS, LOG, SUB)oVER THE SEQUENCE Miss AMERICA IN QCIF FORMAT

Approach ” MSE l MSE difference l MSE ratio “ BPF ] BPS | BPS ratio
BKM 5.448 0.000 0% || 7714 ] 0.304 0%
Frame Differentiated DXT-ME || 5.823 0.374 6.9% || 7786 | 0.307 0.9%
Edge Extracted DXT-ME 6.229 0.781 14.3% || 7865 | 0.310 2.0%
TSS 5.561 0.112 2.1% || 7749 | 0.306 0.5%
LOG 5.561 0.113 2.1% || 7749 | 0.306 0.5%
SUB 5.466 0.017 0.3% || 7716 | 0.304 0.0%

of computations requires the knowledge of specific impldybrid DCT motion-compensated video coder design, and thus
mentations, which is totally different from the simple blockachieves higher throughput and lower system complexity. In
matching methods, whose implementations are simple aaddition to this advantage, the DXT-ME algorithm has low
computations can be counted without the knowledge of tisemputational complexityO(M?) as compared t@(N? -
actual architectures. However, in application of the DXT-MB/?) for the full search block-matching approach (BKM-ME)
algorithm to video coding in which block-matching methodsyr 75776 operations versus 130816 operations for BKM-
either full search or fast search, are commonly employedlE depending on the actual implementation. Even though
we try to make a rough count of computations requiretthe DXT-ME algorithm is not in the category of the fast
by the algorithm based on the straight forward softwarmearch block-matching schemes, we compare its performance
implementation. with BKM-ME and some fast search approaches such as three
In DCT-based motion-compensated video coding, DC§tep search (TSS), logarithmic search (LOG), and subsampled
IDCT and peak searching are required, and therefore wearch (SUB), and find that for the FG and CAR sequences,
will count only the number of operations required in théhe DXT-ME algorithm achieves fewer BPS of the motion-
pseudophase computation. At each pixel position, we neesimpensated residual images (DFD) than all other fast search
to solve a 4x 4 linear equation by means of the Gausapproaches while for other sequences, the DXT-ME algorithm
elimination method with four divisions, 40 multiplications,shows higher BPS than other fast block search approaches.
and 30 additions/subtractions. Therefore, the total numberFihally, its DCT-based nature enables us to incorporate its
operations is 18944 for a 1& 16 block and 75776 for a implementation with the DCT codecs design to gain further
corresponding overlapped block (32 32), while the BKM- savings in complexity and this DXT-ME algorithm has inher-
ME approach requires 130 816 additions/subtractions for bloektly highly parallel operations in computing the pseudophases
size 16 x 16 and search area 32 32. Still, the number of very suitable for VLSI implementation.
operations required by the DXT-ME algorithm is smaller than
BKM-ME. Further reduction of computations can be achieved
by exploiting various properties in the algorithm. For example, REFERENCES
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