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DCT-Based Motion Estimation
Ut-Va Koc, Member, IEEE,and K. J. Ray Liu,Senior Member, IEEE

Abstract—We propose novel discrete cosine transform (DCT)
pseudophase techniques to estimate shift/delay between two one-
dimensional (1-D) signals directly from their DCT coefficients by
computing the pseudophase shift hidden in DCT and then em-
ploying the sinusoidal orthogonal principles, applicable to signal
delay estimation remote sensing. Under the two-dimensional (2-D)
translational motion model, we further extend the pseudophase
techniques to the DCT-based motion estimation (DXT-ME) al-
gorithm for 2-D signals/images. The DXT-ME algorithm has
certain advantages over the commonly used full search block-
matching approach (BKM-ME) for application to video coding
despite certain limitations. In addition to its robustness in a noisy
environment and low computational complexity,O(M2) for an
M�M search range in comparison to theO(N2

�M
2) complexity

of BKM-ME for an N � N block, its ability to estimate motion
completely in DCT domain makes possible the fully DCT-based
motion-compensated video coder structure, which has only one
major component in the feedback loop instead of three as in
the conventional hybrid video coder design, and thus results
in a higher system throughput. Furthermore, combination of
the DCT and motion estimation units can provide space for
further optimization of the overall coder. In addition, the DXT-
ME algorithm has solely highly parallel local operations and this
property makes feasible parallel implementation suitable for very
large scale integration (VLSI) design. Simulation on a number of
video sequences is presented with comparison to BKM-ME and
other fast block search algorithms for video coding applications
even though DXT-ME is completely different from any block
search algorithms.

Index Terms—Discrete cosine transform, motion estimation,
shift measurement, time delay estimation, video coding.

I. INTRODUCTION

I N RECENT years, there has been great interest in motion
estimation from two two-dimensional (2-D) signals or a

sequence of images due to its various promising areas [1] in
applications such as computer vision, image registration, target
tracking, video coding with application to high definition tele-
vision (HDTV), multimedia, and video telephony. Extensive
research has been done over many years in developing new
algorithms [1], [2] and designing cost-effective and massively
parallel hardware architectures [3]–[6] suitable for current very
large scale integration (VLSI) technology. Similar interests
are also found in estimation of shift for the case of one-
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dimensional (1-D) signals, a common problem in many areas
of signal processing such as time delay estimation [7], [8]
and optical displacement measurement [9]. As a matter of
fact, shift estimation for 1-D signals and translational motion
estimation for 2-D images inherently address the same problem
and can use similar techniques to approach.

In video coding, the most commonly used motion estimation
scheme is the full search block-matching algorithm (BKM-
ME), which searches for the best candidate block among
all the blocks in a search area of larger size in terms of
either the mean-square error [10] or the mean of the absolute
frame difference [11]. The computational complexity of this
approach is very high, i.e., for an
block in an search range. Even so, BKM-ME has
been successfully implemented on VLSI chips [3]–[5]. To
reduce the number of computations, a number of suboptimal
fast block-matching algorithms have been proposed [10]–[15].
However, these algorithms require three or more sequential
steps to find suboptimal estimates. Recently, a correlation-
based approach [16] using complex lapped transform (CLT-
ME) to avoid the blocking effect was proposed, but it still
requires searching over a larger search area and thus results in a
very high computational burden. Moreover, motion estimation
using the CLT-ME is accurate on moving sharp edges but not
on blur edges.

In addition to block-based approaches, pel-based estimation
methods such as pel-recursive algorithm (PRA-ME) [17], [18]
and optical flow approach (OFA-ME) [19], are very vulnerable
to noise by virtue of their involving only local operations and
may suffer from the instability problem.

In the category of transform-domain motion estimation
algorithms, the fast Fourier transform (FFT) phase correlation
method was first proposed by Kuglin and Hines [20] and
then further investigated by Thomas [21] and Girod [22].
This FFT approach utilizes correlation of FFT coefficients
to estimate shifts between two images from the FFT phases.
However, the FFT operates on complex numbers and is
not used in most video standards. Furthermore, correlation
multiplies any distortion already present in the FFT of signals.
For multiframe motion detection, three-dimensional (3-D) FFT
has been successfully used to estimate motion in several
consecutive frames [23], [24] based on the phenomenon that
the spatial and temporal frequencies of a moving object lie on
a plane of spatiotemporal space [25]. This requires processing
of several frames rather than two.

In this paper, we present new techniques called theDCT
pseudophase techniques[26], [27] applicable to delay esti-
mation for 1-D signals or motion estimation for 2-D images.
Unlike other fast block search motion estimation methods
(such as logarithmic, three-step search, cross, subsampled

1057–7149/98$10.00 1998 IEEE



KOC AND LIU: DCT-BASED MOTION ESTIMATION 949

methods, etc.), which simply pick several displacement can-
didates out of all possible displacement values in terms of
minimum MAD values of a reduced number of pixels, the
new techniques employ the sinusoidal orthogonal principles to
extract shift information from the pseudophases hidden in the
discrete cosine transform (DCT) coefficients of signals/images.

Under the 2-D translational motion model, the techniques
result in the DCT-based motion estimation (DXT-ME) algo-
rithm, a novel algorithm for motion estimation to estimate
displacements in the DCT domain. Being applied to video
coding, this algorithm has certain merits over conventional
methods. In addition to low computational complexity (on
the order of compared to for BKM-ME for
the search range and block size ) and robustness of
the DCT pseudophase techniques, this algorithm takes DCT
coefficients of images as input to estimate motion. Therefore,
it can be incorporated efficiently with the DCT-based coders
used for most current video compression standards as the fully
DCT-based video coder structure. It enables combining both
the DCT and motion estimation into a single component to
further reduce the coder complexity and at the same time
increases the system throughput as explained in details in
Section IV. Finally, due to the fact that the computation of
pseudo phases involves only highly local operations, a highly
parallel pipelined architecture for this algorithm is possible.

However, similar to other block-based transform-domain
methods, the DCT-based approach suffers from theboundary
effect, which arises from the assumption that the object moves
within the block boundary. When the displacement is large
compared to the block size, as a result the moving object may
move partially or completely out of the block, making the
contents in two temporally consecutive blocks very different.
Even though this problem also exists in other motion estima-
tion algorithms, the boundary effect becomes more severe for
the DXT-ME algorithm, which enjoys lower computational
complexity partly from restricting the search area to the block
size than the block-matching algorithms. Therefore, the larger
the block, the better its estimation. On the other hand, if
the block is too large, it is difficult to use a combination
of translational movements to approximate nontranslational
motion as in the case of block-matching approaches. As a
result, the DCT-based approach is weak at nontranslational
motion estimation and good at estimation of slow motion,
meaning that most of the object’s features remains in the
block after movement. To alleviate the boundary effect, a
preprocessing step is added to remove strong background
features before DCT-based motion estimation. Furthermore,
for fair comparison with the full search block-matching ap-
proach (BKM-ME) having a larger search area, an adaptive
overlapping approach is introduced to allow a larger search
area in order to alleviate the boundary effect that occurs
when displacements are large compared to the block size
and the contents of two blocks differ considerably. Similar to
most block-based motion estimation algorithms, the DXT-ME
algorithm does not treat multiple moving objects in a block.

In the next section, we introduce the DCT pseudophase
techniques with application to estimation of shift between
1-D signals. In Section III, we consider the 2-D translation

motion model and extend the DCT pseudophase techniques
to the DXT-ME algorithm for application to video coding. In
Section IV, we discuss the various advantages of the fully
DCT-based video coder architecture made possible by the
DXT-ME algorithm over the conventional hybrid DCT video
coder architecture. However, this paper is limited to the dis-
cussion of DCT-based motion estimation techniques, while the
issue of DCT-based motion compensation is addressed in [28].
Issues related to the DCT-based video coder architecture or
similar issues can be found in [29] and [30]. The preprocessing
step and adaptive overlapping approach are also discussed in
Section IV. Then simulation results on a number of video
sequences of different characteristics are presented. Finally,
the paper is concluded in Section V.

II. DCT PSEUDOPHASETECHNIQUES

As is well known, the FT of a signal, is related to FT of
its shifted (or delayed if represents time) version,
by this equation:

(1)

where denotes Fourier transform. The phase of Fourier
transform of the shifted signal contains the information about
the amount of the shift which can easily be extracted.
However, the DCT or its counterpart, discrete sine transform
(DST), do not have any phase components as usually found
in the discrete Fourier transform (DFT), but DCT (or DST)
coefficients of a shifted signal do also carry this shift in-
formation. To facilitate explanation of the DCT pseudophase
techniques, let us first consider the case of 1-D discrete signals.
Suppose that the signal is
right shifted by an amount (in our convention, a right
shift means that ) to generate another signal

The values of are all zeros outside
the support region Therefore

for
elsewhere.

(2)

Equation (2) implies that both signals have resemblance to
each other except that the signal is shifted. It can be shown
that, for

(3)

where and

are calledpseudophases
analogous to phases in the FT of shifted signals. Here,

and are DST (DST-II) and DCT (DCT-II) of the
second kind of respectively, whereas and are
DST (DST-I) and DCT (DCT-I) of the first kind of ,
respectively, as defined as follows [31]:

(4)
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Fig. 1. Determining the direction of shift based on the sign of the peak value after application of the sinusoidal orthogonal principle for the DST-II
kernel to pseudophases. (a) How to detect right shift. (b) How to detect left shift.

(5)

(6)

(7)

where

for or

otherwise.

As a matter of fact, the 2 2 matrix in (3) is orthogonal
because

(8)

where is a 2 2 identity matrix,
and

(9)

Therefore, it becomes very easy to solve (3) for the pseu-
dophases and for

(10)

where and
From the sinusoidal orthogonal principles

(11)

(12)

where is the discrete impulse function, we can see that
the IDST-II and IDCT-II of and , respectively,

are sums of discrete impulse functions

-

(13)

-

(14)

The opposite signs in and of (13)
are used for detecting the shift direction. If we perform
an IDST-II operation on the pseudophases found, then the
observable window of the index space in the inverse DST
domain will be limited to As illustrated in
Fig. 1, for a right shift, one spike (generated by the positive

function) is pointing upward at the location in
the gray region (i.e., the observable index space), while the
other pointing downward at outside the
gray region. In contrary, for a left shift, the negative spike at

falls in the gray region but the positive
function at stays out of the observable index space.

It can easily be seen that a positive peak value in the gray
region implies a right shift and a negative one means a left
shift. This enables us to determine from the sign of the peak
value the direction of the shift between signals.

The above derivation is based on assumption (2), but if the
assumption is relaxed to include the noise, then

for
elsewhere

(15)

where accounts for the discrepancy from the ideal as-
sumption. Therefore

(16)

where However, if we use (10) to
compute instead because we do not know in advance

then the computed pseudophase values, denoted aswill be
different from

(17)

Thus, the estimate error is

(18)
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(a) (b) (c)

Fig. 2. Illustration of 1-D DCT pseudophase techniques. (a) DCT pseudophase techniques. (b) Right shift. (c) Left shift.

The concept of pseudophases plus the application of the
sinusoidal orthogonal principles leads to the DCT pseudophase
techniques, a new approach to estimate a shift or translational
motion between signals in the DCT domain as depicted in
Fig. 2(a), as follows.

1) Compute the DCT-I and DST-I coefficients of and
the DCT-II and DST-II coefficients of

2) Compute the pseudophase for by
solving the following equation:

for

for
(19)

Here, the hat notation indicates that is an estimate
of the unknown real value of

3) Feed the computed pseudophase,
into an IDST-II decoder to produce an output

and search for the peak value.
Then the estimated displacementcan be found by

if
if

(20)

where is the index at which the
peak value is located.

In Step 1, the DCT and DST can be generated simultaneously
with only multipliers [32]–[34], and the computation of
DCT-I can be easily obtained from DCT-II with minimal
overhead, as will be shown later. In Step 2, if noise is

absent and there is only purely translational motion,
will be equal to The output will
then be an impulse function in the observation window. This
procedure is illustrated by two examples in Fig. 2(b) and
(c) with a randomly generated signal as input at signal-to-
noise ratio (SNR) 10 dB. These two examples demonstrate
that the DCT pseudophase techniques are robust even in an
environment of strong noise.

III. 2-D TRANSLATIONAL MOTION

MODEL AND THE DXT-ME ALGORITHM

The DCT pseudophase techniques of extracting shift values
from the pseudophases of DCT of 1-D signals, as explained in
Section II, can be extended to the 2-D case. Let us confine the
problem of motion estimation to this 2-D translational motion
model in which an object moves translationally by in
direction and in direction as viewed on the camera plane
and within the scope of a camera in a noiseless environment,
as shown in Fig. 3. Then by means of the DCT pseudophase
techniques, we can extract the displacement vector out of the
two consecutive frames of the images of that moving object
by making use of the sinusoidal orthogonal principles (11) and
(12). The resulting novel algorithm for this 2-D translational
motion model is called the DXT-ME algorithm, which is
essentially a DCT-based motion estimation scheme.

Based on the assumption of 2-D translational displacements,
we can extend the DCT pseudophase techniques to the DXT-
ME algorithm depicted in Fig. 4. The previous frame
and the current frame are fed into 2-D DCT-II and 2-D
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Fig. 3. An object moves translationally bymu in X direction andmv in
Y direction as viewed on the camera plane.

(a) (b)

Fig. 4. Block diagram of DXT-ME (a) flowchart and (b) structure.

DCT-I, coders respectively. A 2-D DCT-II coder computes
four coefficients, DCCT-II, DCST-II, DSCT-II, and DSST-II,
each of which is defined as a 2-D separable function formed
by 1-D DCT/DST-II kernels:

(21)

(22)

(23)

(24)

or symbolically

In the same fashion, the 2-D DCT coefficients of the first kind
(2-D DCT-I) are calculated based on 1-D DCT/DST-I kernels:

(25)

(26)

(27)

(28)

or symbolically

Similar to the 1-D case, assuming that only translational
motion is allowed, one can derive a set of equations to relate
DCT coefficients of with those of in the
same way as in (3).

for (29)

where (30)–(32), shown at the bottom
of the next page. Here is thesystem matrix
of the DXT-ME algorithm at At the boundaries of
each block in the transform domain, the DCT coefficients of

and have a 1-D relationship as given
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below:

(33)

(34)

(35)

(36)

(37)

(38)

In a 2-D space, an object may move in four possible
directions: northeast (NE: ), northwest (NW:

), southeast (SE: ), and south-
west (NW: ). As explained in Section II, the
orthogonal equation for the DST-II kernel in (11) can be
applied to the pseudophase to determine the sign of

(i.e., the direction of the shift). In order to detect the signs
of both and (or equivalently the direction of motion), it
becomes obvious from the observation in the 1-D case that it is
necessary to compute the estimated pseudophases
and so that the signs of and can be
determined from and respectively.
Once again, denotes an estimated value. By taking the block
boundary equations (33)–(38) into consideration, we define
two pseudophase functions as in (39) and (40), shown at the
bottom of the page. In the computation of and

if the absolute computed value is greater than 1,
then this value is ill-conditioned and should be discarded and
thus we should set the corresponding variable or

to be zero. This ill-conditioned situation occurs
when the denominator in (39)–(40) is zero or very small
and sometimes even smaller than the machine precision. This
deletion of ill-conditioned values is found to improve the
condition of and and also the overall
performance of the DXT-ME algorithm.

These two pseudophase functions pass through 2-D IDCT-
II coders (IDCST-II and IDSCT-II) to generate two functions,

(30)

(31)

(32)

for

for

for

for

(39)

for

for

for

for

(40)
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(a) (b)

Fig. 5. Determination of the direction of motion based on the sign of the peak value. (a) DCS. (b) DSC.

DCS( ) and DSC( ) in view of the orthogonal property of
DCT-II and DST-II in (11) and (12):

(41)

(42)

By the same argument as in the 1-D case, the 2-D IDCT-
II coders limit the observable index space

of DCS and DSC to the first quadrant of the
entire index space shown as gray regions in Fig. 5, which
depicts (41) and (42). Similar to the 1-D case, if is
positive, the observable peak value of DSC will be
positive regardless of the sign of since DSC

in the observable
index space. Likewise, if is negative, the observable peak
value of DSC will be negative because DSC

in the gray
region. As a result, the sign of the observable peak value of
DSC determines the sign of The same reasoning may
apply to DCS in the determination of the sign of The
estimated displacement, can thus be found by
locating the peaks of DCS and DSC over or
over an index range of interest, usually,
for slow motion. How the peak signs determine the direction

TABLE I
DETERMINATION OF DIRECTION OF MOVEMENT

(mu;mv) FROM THE SIGNS OF DSC AND DCS

of movement is summarized in Table I. Once the direction is
found, can be estimated accordingly:

if

if
(43)

if

if
(44)

where

(45)

(46)

Normally, these two peak indices are consistent but in noisy
circumstances, they may not agree. In this case, an arbitration
rule must be made to pick the best index in terms of
minimum nonpeak-to-peak ratio (NPR):

if NPR(DSC) NPR(DCS)
if NPR(DSC) NPR(DCS).

(47)

This index will then be used to determine by (43)
and (44). Here, NPR is defined as the ratio of the average of
all absolute nonpeak values to the absolute peak value. Thus,

NPR , and for a pure impulse function, NPR 0.
Such an approach to choose the best index among the two
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(a) (b) (c) (d)

Fig. 6. DXT-ME performed on the images of an object moving in the direction (5,�3) with additive white Gaussian noise at SNR= 10 dB in a
completely dark environment. (a) Original inputsx1 and x2 (b) noise added.

indices is found empirically to improve the noise immunity of
this estimation algorithm.

In situations where slow motion is preferred, it is better to
search the peak value in a zigzag way as widely used in DCT-
based hybrid video coding [35], [36]. Starting from the index
(0, 0), zigzagly scan all the DCS (or DSC) values and mark
the point as the new peak index if the value at that point
is larger than the current peak value by more than a preset
threshold :

if

(48)

if

(49)

In this way, large spurious spikes at the higher index points
will not affect the performance and thus improve its noise
immunity further.

Fig. 6 demonstrates the DXT-ME algorithm. Images of a
rectangularly-shaped moving object with arbitrary texture are
generated as in Fig. 6(a) and corrupted by additive white
Gaussian noise at SNR 10 dB as in Fig. 6(b). The resulted
pseudophase functionsand as well as DCS and DSC, are
depicted in Fig. 6(c) and (d), correspondingly. Large peaks
can be seen clearly in Fig. 6(d) on rough surfaces caused by
noise in spite of noisy input images. The positions of these
peaks give us an accurate motion estimate (5,3).

A. Analysis

What if an object is moving in a uniformly bright back-
ground instead of a completely dark environment? It can
be shown analytically and empirically that uniformly bright
background introduces only very small spikes which does not
affect the accuracy of the estimate. Suppose that
and are pixel values of two consecutive frames of
an object displaced by on a uniformly bright back-
ground. Then let and be the pixel value of

and subtracted by the background pixel
value , respectively:

(50)

(51)

In this way, and can be considered
as the images of an object moving in a dark environment.
Denote as the system matrix of the input image

and as that of for Also let
be the vector of the 2-D DCT-II coefficients of and
be the vector for Applying the DXT-ME algorithm

to both situations, we have, for

(52)

(53)

Here, is the vector of the computed pseudophases
for the case of dark background and thus

but is for uniformly bright background and

Starting from the definition of each element in and
we obtain

(54)

(55)

where is the system matrix with
as input and is the vector

of the 2D-DCT-II coefficients of Substituting (54)
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and (55) into (53), we get

(56)

Since (56) becomes

(57)

provided that Similar results can also be
found at block boundaries. Referring to (30), we know that

is composed of and
each of which is a separable function made up by

for

for

From the above equations, we can see that
if is even, and for odd

while Hence,
if either or is

even. As a result, if either
or is even. For odd indices and it is possible to find a
constant and a matrix such that

and for
Therefore, for

(58)

(59)

If we lump all the high-order terms of
in one term then

(60)

Usually, for the maximum gray level equal to
255. For moderately large is very small. Define the
subsampled version of the pseudophase function as

if both and are odd
otherwise.

(61)

Then

(62)

Recall that a 2-D IDCT-II operation on or
produces or respectively, where

Therefore

2-D-IDCT-II

2-D IDCT-II

(63)

where is the noise term contributed from 2-D IDCT-
II Because is
equivalent to downsampling in a 2-D index space and it is
known that downsampling produces in the transform domain
mirror images of magnitude only one-fourth of the original
and of sign depending on the transform function, we obtain

2-D IDCT-II

(64)

where diag is the diagonal matrix of a vector and
is a vector consisting of 1. A similar expression

can also be established for 2–D DCT-II In conclusion

(65)

The above equation predicts the presence of a very small
noise term and several small spikes, and of
magnitude moderated by which are much smaller
than the displacement peak, as displayed in Fig. 7(b) and (c)
where for the case of in (b) is observable but very
small, and can be regarded as noise whereasis practically
absent as in (c) when
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(a) (b) (c)

Fig. 7. (a), (b) An object is moving in the direction (5,�3) in a uniformly bright background(c = 3): (c) Another object is moving northeast (8, 7) for
background pixel values= c = 255: (a) f and g: (b) DSC and DCS. (c) Another DSC and DCS.

B. Computational Issues and Complexity

The block diagram in Fig. 4(a) shows that a separate 2-
D DCT-I is needed in addition to the standard DCT (2-D
DCT-II). This is undesirable from the complexity viewpoint.
However, this problem can be circumvented by considering the
point-to-point relationship between 2-D DCT-I and 2-D DCT-
II coefficients in the frequency domain for , as in (66),
shown at the bottom of the page, where
and are the 2-D DCT-II coefficients of the previous
frame. Similar relation also exists for the coefficients at block
boundaries. This observation results in the simple structure in
Fig. 4(b), where Block T is a coefficient transformation unit
realizing (66).

In view of the fact that the actual number of computations
required by the DCT pseudophase techniques or the DXT-
ME algorithm lies heavily on the specific implementation for
a particular application such as motion estimation in video
coding, it is more appropriate to consider the asymptotic com-
putational complexity as generally accepted in the evaluation
of algorithms in this section. Based on the straightforward
implementation without further optimization, a rough count
of the actual number of computations will be presented in
Section IV where the DXT-ME algorithm is used in video
coding.

If the DCT has computational complexity the overall
complexity of DXT-ME is with the complexity
of each component summarized in Table II. The computational
complexity of the pseudophase computation component is only

TABLE II
COMPUTATIONAL COMPLEXITY OF EACH STAGE

IN DXT-ME FOR A SEARCH RANGE M �M

for an search range and so is the unit
to determine the displacement. For the computation of the
pseudophase functions in (39) and in (40), DSCT,
DCST, and DSST coefficients (regarded as DST coefficients)
must be calculated in addition to DCCT coefficients (i.e.,
the usual 2-D DCT). However, all these coefficients can be
generated with little overhead in the course of computing
2-D DCT coefficients. As a matter of fact, a parallel and
fully-pipelined 2-D DCT lattice structure has been developed
[32]–[34] to generate 2-D DCT coefficients at a cost of

operations. This DCT coder computes DCT and DST
coefficients dually due to its internal lattice architecture. These
internally generated DST coefficients can be output to the
DXT-ME module for pseudophase computation. This same
lattice structure can also be modified as a 2-D IDCT which
also has complexity. To sum up, the computational
complexity of this DXT-ME is only lower than the

complexity of BKM-ME for an block.

(66)
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(a) (b)

Fig. 8. Coder structures: (a) Conventional hybrid DCT motion-compensated video coder. (b) Fully DCT-based motion-compensated video coder.

A closer look at (39), (40), and (66) reveals that the
operations of pseudophase computation and coefficient trans-
formation are performed independently at each point
in the transform domain and therefore are inherently highly
parallel operations. Since most of the operations in the DXT-
ME algorithm involve mainly pseudophase computation and
coefficient transformation in addition to DCT and IDCT op-
erations which have been studied extensively, the DXT-ME
algorithm can easily be implemented on highly parallel array
processors or dedicated circuits. This is very different from
BKM-ME, which requires shifting of pixels and summation
of differences of pixel values and, hence, discourages parallel
implementation.

IV. A PPLICATION TO VIDEO CODING

AND FULLY DCT-BASED VIDEO CODER

It is because the proposed DCT pseudophase techniques and
the DXT-ME algorithm are DCT-based that the immediate
application of the algorithm will then be motion estimation
incorporated into the standard-compliant DCT-based motion-
compensated video coder design. In most international video
coding standards such as CCITT H.261 [35], MPEG [36] as
well as the proposed HDTV standard, DCT- and block-based
motion estimation are the essential elements to achieve spatial
and temporal compression, respectively. Most implementa-
tions of a standard-compliant coder adopt the conventional
motion compensated DCT video coder structure as shown in
Fig. 8(a). The DCT is located inside the loop of temporal
prediction, which also includes an IDCT and a spatial-domain
motion estimator (SD-ME), which is usually the BKM-ME.
The IDCT is needed solely for transforming the DCT co-
efficients back to the spatial domain in which the SD-ME
estimates motion vectors and performs motion compensated
prediction. This is an undesirable coder architecture for the
following reasons. In addition to the additional complexity
added to the overall architecture, the DCT and IDCT must be
put inside the feedback loop, which has long been recognized
as the major bottleneck of the entire digital video system for
high-end real-time applications. The throughput of the coder
is limited by the processing speed of the feedback loop, which
is roughly the total time for the data stream to go through each
component in the loop. Therefore the DCT (or IDCT) must be
designed to operate at least twice as fast as the incoming data
stream. A compromise is to remove the loop and perform open-
loop motion estimation based upon original images instead of
reconstructed images in sacrifice of the performance of the
coder [37].

Fig. 9. Block diagram of simplified extended DXT-ME.

An alternative solution without degradation of the perfor-
mance is to develop a motion estimation algorithm that can
work in the DCT transform domain as remarked in [38].
In this way, the DCT can be moved out of the loop as
depicted in Fig. 8(b), and thus the operating speed of this
DCT can be reduced to the data rate of the incoming stream.
Moreover, the IDCT is removed from the feedback loop,
which now has only two simple components Q and Q
(the quantizers) in addition to the transform-domain motion
estimator (TD-ME). This not only reduces the complexity of
the coder but also resolve the bottleneck problem with little
tradeoff of the performance. In fact, the benefit of lower overall
complexity comes largely from the combined DCT and motion
estimation operation. Furthermore, as pointed out in [38],
different components can be jointly optimized if they operate
in the same transform domain. It should be stressed that by
using the DXT-ME algorithm discussed in this paper and
the DCT-based motion compensation methods investigated
in [28]–[30], standard-compliant bitstreams can be formed in
accordance to the specification of any DCT-based standard
such as MPEG without any need to change the structure of any
standard-compliant decoder. This standard compliance implies
an architecturally change to improve the MPEG encoder speed
at a reduced cost.

A. Preprocessing

For complicated video sequences in which objects may
move across the border of blocks in nonuniform background,
preprocessing can be employed to enhance the features of
moving objects and avoid violation of the assumption of
DXT-ME that the only moving object moves completely
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(a) (b) (c)

Fig. 10. Adaptive overlapping approach.

inside the block boundary. Intuitively speaking, the DXT-
ME algorithm tries to match the features of any object on
two consecutive frames so that any translation motion can be
estimated regardless of the shape and texture of the object as
long as these two frames contain significant energy level of
the object features. Due to this feature matching property of
the DXT-ME algorithm, effective preprocessing will improve
the performance of motion estimation if preprocessing can
enhance the object features in the original sequence. In order
to keep the computational complexity of the overall motion
estimator low, the chosen preprocessing function must be
simple but effective in the sense that unwanted features will
not affect the accuracy of estimation. Our study found that
both edge extraction and frame differentiation are simple and
effective schemes for extraction of motion information.

Edges of an object can represent the object itself in motion
estimation as its features [39] and contain the information of
motion without violating the assumption for DXT-ME. The
other advantage of edge extraction is that any change in the
illumination condition does not alter the edge information and
in turn makes no false motion estimates by the DXT-ME
algorithm. Since we only intend to extract the main features of
moving objects while keeping the overall complexity low, we
employ a very simple edge detection by convolving horizontal
and vertical Sobel operators of size 3 3 with the image
to obtain horizontal and vertical gradients respectively and
then combine both gradients by taking the square root of the
sum of the squares of both gradients [40]. Edge detection
provides us the features of moving objects but also the features
of the background (stationary objects), which is undesirable.
However, if the features of the background have smaller
energy than those of moving objects within every block
containing moving objects, then the background features will
not affect the performance of DXT-ME. The computational
complexity of this preprocessing step is only for a
search range and thus the overall computational
complexity is still

Frame differentiation generates an image of the difference
of two consecutive frames. This frame-differentiated image
contains no background objects but the difference of moving
objects between two frames. The DXT-ME estimator operates
directly on this frame-differentiated sequence to predict motion
in the original sequence. The estimate will be good if the

moving objects are moving constantly in one direction in three
consecutive frames. For 30 frames/s, the standard NTSC frame
rate, objects can usually be viewed as moving at a constant
speed in three consecutive frames. However, for ten frames/s,
as commonly found in the videophone applications, the motion
may appear jerky and, therefore, may degrade the performance
of frame differentiation. Obviously, this step also has only

computational complexity.
Preferably, a simple decision rule similar to the one used in

the MPEG-1 standard [36] , as depicted in Fig. 9(b), is used
to choose among the DXT-ME estimate and no motion. This
simplified extended DXT-ME algorithm works very well when
combined with the adaptive overlapping approach.

B. Adaptive Overlapping Approach

As the restriction of DXT-ME, the search area must be
limited to the size of a candidate block. On the contrary, the
block-matching approaches require a larger search area than
the candidate block and a larger search area leads to more
information available for the motion estimation algorithms.
This difference makes the comparison of two different types
of methods unfair. For fair comparison with BKM-ME, we
adopt the adaptive overlapping approach to enlarge adaptively
the block area depending on where the block is located in
the whole image, and thus diminish the boundary effect as
discussed in Section I.

In Section III, we mention that peaks of DSC and
DCS are searched over a fixed index range of interest

However, if we follow the partitioning
approach used in BKM-ME, then we may dynamically adjust

At first, partition the whole current frame into
nonoverlapping reference blocks shown as the shaded area in
Fig. 10(a). Each reference block is associated with a larger
search area (of size ) in the previous frame (the dotted region
in the same figure) in the same way as for BKM-ME. From
the position of a reference block and its associated search area,
a search range
can then be determined as in Fig. 10(b). Differing from BKM-
ME, DXT-ME requires that the reference block size and
the search area size must be equal. Thus, instead of using
the reference block, we use the block of the same size and
position in the current frame as the search area of the previous
frame. The peak values of DSC and DCS are searched in a
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(a) (b) (c)

Fig. 11. Frame 57 in the flower garden (FG) sequence. (a) Original. (b) Edge extracted. (c) Frame differentiated.

zigzag way as described in Section III over this index range

In addition to the requirement that the new peak value must
be larger than the current peak value by a preset threshold, it
is necessary to examine if the motion estimate determined by
the new peak index lies in the search regionSince search
areas overlap on one another, the SE-DXT-ME architecture
utilizing this approach is calledoverlapping SE-DXT-ME.
Even though the block size required by the Overlapping SE-
DXT-ME algorithm is larger than the block size for one DCT
block, it is still possible to estimate motion completely in the
DCT domain without going back to the spatial domain by
concatenating neighboring DCT blocks directly in the DCT
domain [41].

C. Simulation Results

A number of video sequences with different characteristics
are used in our simulations to compare the performance of
the DXT-ME algorithm with the full search BKM-ME (or
BKM for the sake of brevity) as well as three commonly used
fast search block-matching approaches such as the logarithmic
search method (LOG), the three step search method (TSS), and
the subsampled search approach (SUB) [14]. The performance
of different schemes is evaluated and compared in terms of
mean squared error per pel (MSE) and bits per sample (BPS)
where and BPS is
the ratio of the total number of bits required for each motion
compensated residual frame in JPEG format (BPS) converted
by the image format conversion program, ALCHEMY, with
quality 32 to the number of pixels. As widely used in
the literature of video coding, all the block-matching methods
adopt the conventional MAD optimization criterion

where denotes the set of allowable displacements depending
on which block-matching approach is in use.

The first sequence is the flower garden (FG) sequence where
the camera is moving before a big tree and a flower garden
in front of a house as shown in Fig. 11(a). Each frame has
352 224 pixels. Simple preprocessing is applied to this
sequence: edge extraction or frame differentiation as depicted
in Fig. 11(b) and (c), respectively. Since macroblocks, each

consisting of 16 16 luminance blocks and two 8 8
chrominance blocks, are considered to be the basic unit for
motion estimation/compensation in MPEG standards [36], the
following simulation setting is adopted for simulations on the
FG sequence and all other subsequent sequences: 1616
blocks on 32 32 search areas. Furthermore, the overlapping
SE-DXT-ME algorithm is used for fair comparison with block-
matching approaches which require a larger search area.

As can be seen in Fig. 11(b), the edge extracted frames
contain significant features of moving objects in the orig-
inal frames so that DXT-ME can estimate the movement
of the objects based upon the information provided by the
edge extracted frames. Because the camera is moving at a
constant speed in one direction, the moving objects occupy
almost the whole scene. Therefore, the background features
do not interfere with the operation of DXT-ME much but still
affect the overall performance of DXT-ME as compared to
the frame-differentiated preprocessing approach. The frame-
differentiated images of the FG sequence, one of which is
shown in Fig. 11(c), have the residual energy strong enough
for DXT-ME to estimate the motion directly on this frame-
differentiated sequence due to the constant movement of the
camera.

The performances for different motion estimation schemes
are plotted in Fig. 12 and summarized in Table III, where
the MSE and BPS values of different motion estimation
approaches are averaged over the whole sequence from frames
3 to 99 for easy comparison. It should be noted that the MSE
difference in Table III is the difference of the MSE value of
the corresponding motion estimation scheme from the MSE
value of the full search block-matching approach (BKM) and
the MSE ratio is the ratio of the MSE difference to the MSE
of BKM. As indicated in the performance summary table, the
frame differentiated DXT-ME algorithm is 28.9% worse in
terms of MSE than the full search block-matching approach
while the edge extracted DXT-ME algorithm is 36.0% worse.
Surprisingly, even though the fast search block-matching algo-
rithms (only 12.6% worse than BKM), TSS/LOG, have smaller
MSE values than the DXT-ME algorithm, TSS/LOG have
slightly larger BPS values than the DXT-ME algorithm, as can
clearly be seen in Table III and Fig. 12. In other words, the
motion-compensated residual frames generated by TSS/LOG
require slightly more bits than the DXT-ME algorithm to
transmit/store after compression even though the MSE ratios
of TSS/LOG are smaller than those of DXT-ME results in
this FG sequence.
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(a)

(b)

Fig. 12. Comparison of overlapping SE-DXT-ME with block-matching approaches on FG. (a) Preprocessed with frame differentiation. (b) Preprocessed
with edge extraction.

TABLE III
PERFORMANCESUMMARY OF THE OVERLAPPING SE-DXT-ME ALGORITHM WITH EITHER FRAME DIFFERENTIATION OREDGE EXTRACTION AS PREPROCESSINGAGAINST

FULL SEARCH AND FAST SEARCH BLOCK-MATCHING APPROACHES(BKM, TSS, LOG, SUB)OVER THE SEQUENCE FLOWER GARDEN. MSE DIFFERENCEIS THE

DIFFERENCE FROM THEMSE VALUE OF FULL SEARCH BLOCK-MATCHING METHOD (BKM) AND MSE RATIO IS THE RATIO OF MSE DIFFERENCE TO THEMSE OF BKM

Another simulation is done on the infrared car (CAR)
sequence, which has the frame size 96112 and one major
moving object, the car moving along the curved road toward
the camera fixed on the ground. After preprocessed by edge
extraction as shown in Fig. 13(b), the features of both the
car and the background are captured in the edge extracted
frames. For the first few frames, the features of the roadside
behind the car mix with the features of the car moving along

the roadside. This mixture is not desirable and hampers the
estimation of the DXT-ME algorithm as revealed by the
performance plot in Fig. 14 and the performance summary in
Table IV. As to the frame differentiated images as shown in
Fig. 13(c), the residual energy of the moving car is completely
separated from the rest of the scene in most of the preprocessed
frames and, therefore, lower MSE values are obtained with this
preprocessing function than with edge extraction. In Table IV,



962 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 7, NO. 7, JULY 1998

(a) (b) (c)

Fig. 13. Infrared car (CAR) sequence. (a) Original. (b) Edge extracted. (c) Frame differentiated.

(a)

(b)

Fig. 14. Comparison of Overlapping SE-DXT-ME with block-matching approaches on CAR. (a) Preprocessed with frame differentiation. (b) Preprocessed
with edge extraction.

the frame differentiated DXT-ME algorithm is only 0.7%
worse than the full search block-matching approach compared
to 0.9% for the subsampled approach (SUB) and 0.3% for
both LOG and TSS, while the edge extracted DXT-ME has a
MSE ratio 6.8%. However, if we compare the BPS values, we
find that the frame differentiated DXT-ME requires fewer bits

on average for the JPEG compressed residual frames than the
full search approach (BKM).

Simulation is also performed on the Miss America sequence
in QCIF format, of which each frame has 176144 pixels.
This sequence not only has translational motion of the head
and shoulders but also the mouth and eyes open and close. This
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TABLE IV
PERFORMANCE SUMMARY OF THE OVERLAPPING SE-DXT-ME ALGORITHM WITH EITHER FRAME DIFFERENTIATION OR EDGE EXTRACTION AS PREPROCESSING

AGAINST FULL SEARCH AND FAST SEARCH BLOCK-MATCHING APPROACHES(BKM, TSS, LOG, SUB)OVER THE SEQUENCE INFRARED CAR

(a)

(b)

Fig. 15. Comparison of overlapping SE-DXT-ME with block-matching approaches on Miss America in QCIF format.

makes the task of motion estimation difficult for this sequence
but the DXT-ME algorithm can still perform reasonably well
compared to the block-matching methods, as can be found in
Fig. 15. The performance of all the algorithms is summarized
in Table V, where the MSE and BPS values are averaged over
the whole sequence from frames 3–149. As clearly shown in
Table V, the frame differentiated DXT-ME is only 6.9% worse
than BKM as compared to 2.1% worse for both LOG and TSS
and 0.3% worse for SUB. Furthermore, the BPS achieved by
the frame differentiated DXT-ME is 0.307, only 0.9% larger
than BKM. However, the edge extracted DXT-ME performs

somewhat worse than the frame-differentiated DXT-ME and
achieves 2% more of MSE than BKM.

From all the above simulations, it seems that frame differen-
tiation is a better choice for preprocessing than edge extraction
due to its capability of removing background features, which in
some cases affect adversely the performance of the DXT-ME
algorithm.

D. Rough Count of Computations

In the previous section, we choose the asymptotic complex-
ity for comparison because calculation of the actual number
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TABLE V
PERFORMANCE SUMMARY OF THE OVERLAPPING SE-DXT-ME ALGORITHM WITH EITHER FRAME DIFFERNTIATION OR EDGE EXTRACTION AS PREPROCESSING

AGAINST FULL SEARCH AND FAST SEARCH BLOCK-MATCHING APPROACHES(BKM, TSS, LOG, SUB)OVER THE SEQUENCE MISS AMERICA IN QCIF FORMAT

of computations requires the knowledge of specific imple-
mentations, which is totally different from the simple block-
matching methods, whose implementations are simple and
computations can be counted without the knowledge of the
actual architectures. However, in application of the DXT-ME
algorithm to video coding in which block-matching methods,
either full search or fast search, are commonly employed,
we try to make a rough count of computations required
by the algorithm based on the straight forward software
implementation.

In DCT-based motion-compensated video coding, DCT,
IDCT and peak searching are required, and therefore we
will count only the number of operations required in the
pseudophase computation. At each pixel position, we need
to solve a 4 4 linear equation by means of the Gauss
elimination method with four divisions, 40 multiplications,
and 30 additions/subtractions. Therefore, the total number of
operations is 18 944 for a 16 16 block and 75776 for a
corresponding overlapped block (32 32), while the BKM-
ME approach requires 130 816 additions/subtractions for block
size 16 16 and search area 32 32. Still, the number of
operations required by the DXT-ME algorithm is smaller than
BKM-ME. Further reduction of computations can be achieved
by exploiting various properties in the algorithm. For example,
if the denominator is found to be ill-conditioned, it is possible
to skip any further computation and set the pseudophase at
that index position as zero. In this way, the required number of
operations is reduced. Of course, the exact number of required
operations must be counted based on the actual implementation
or architecture, which is beyond the topic in this paper.

V. CONCLUSION

In this paper, we present new DCT pseudophase techniques
utilizing the concept of pseudophase shifts hidden in the DCT
coefficients of shifted signals and the sinusoidal orthogonal
principles for estimation of shift/delay completely in the DCT
domain. In extension to the 2-D case, the DCT pseudophase
techniques result in the DXT-ME algorithm, a DCT-based
motion estimation algorithm. We show that this DXT-ME
algorithm exhibits good estimates even in a noisy situation.
Due to its capability of motion estimation in the DCT domain,
its application to video coding realizes the fully DCT-based
motion-compensated video coder structure which contains, in
the performance-critical feedback loop of the coder, only one
major component, the transform-domain motion estimation
unit instead of three major components as in the conventional

hybrid DCT motion-compensated video coder design, and thus
achieves higher throughput and lower system complexity. In
addition to this advantage, the DXT-ME algorithm has low
computational complexity: as compared to

for the full search block-matching approach (BKM-ME)
or 75 776 operations versus 130 816 operations for BKM-
ME depending on the actual implementation. Even though
the DXT-ME algorithm is not in the category of the fast
search block-matching schemes, we compare its performance
with BKM-ME and some fast search approaches such as three
step search (TSS), logarithmic search (LOG), and subsampled
search (SUB), and find that for the FG and CAR sequences,
the DXT-ME algorithm achieves fewer BPS of the motion-
compensated residual images (DFD) than all other fast search
approaches while for other sequences, the DXT-ME algorithm
shows higher BPS than other fast block search approaches.
Finally, its DCT-based nature enables us to incorporate its
implementation with the DCT codecs design to gain further
savings in complexity and this DXT-ME algorithm has inher-
ently highly parallel operations in computing the pseudophases
very suitable for VLSI implementation.
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