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Power Minimization Under Throughput Management
Over Wireless Networks With Antenna Diversity
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Abstract—In multiaccess wireless communication systems,
power control and adaptive modulation are two important means
to increase spectral efficiencies, combat time-varying fading
channels, and reduce cochannel interferences. The overall uplink
transmitted power is minimized under the constraints that there
is no reduction in overall network throughput and each user
achieves the desired time-average throughput. Adaptive M-QAM
modulations with two kinds of antenna diversity are considered.
Each user can select a range of modulation rates, according to
his channel condition and transmission history. Two subproblems
are considered for the development of suboptimal low-complexity
adaptive algorithms. First, at the user level, the following needs
to be determined: the range of modulation rates that each user
can accept at a specific time to ensure fairness. Then, each time
at the system level, within the acceptable ranges, the system finds
out what throughput allocation for different users requires the
lowest overall transmitted power. The scheme can be interpreted
as “water filling” each user’s throughput in time domain and al-
locating network throughput to different users at each time. From
the simulation results, the proposed scheme reduces the overall
transmitted power up to 7 dB and increases average spectral
efficiency up to 1.2 bit/s/Hz, compared with the previous known
power control schemes.

Index Terms—Antenna arrays, power control, resource manage-
ment.

I. INTRODUCTION

I N WIRELESS communication systems, two important
detrimental effects to decrease the network performance

are the channel’s time-varying nature and cochannel interfer-
ence (CCI). Because of the effects such as multipath fading,
shadowing, path loss, propagation delay, and noise level, the
signal-to-interference-noise-ratio (SINR) at a receiver output
can fluctuate in order of tens of decibels. Since the available
bandwidth is limited, the channels are reused for different
transmissions, which causes CCI. A general strategy to combat
these detrimental effects is the dynamic allocation of resources,
such as transmitted powers and modulation rates, based on the
channel conditions. In power control, transmitted powers are
constantly adjusted. Such a process improves the qualities of
weak links. At the same time, it increases CCI during deep
fading. In adaptive modulation, the system assigns modulation
rates with different constellation sizes and spectral efficiencies
to different links, according to their channel conditions. There
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are tradeoffs and practical constraints to allocate these re-
sources. How to efficiently manage these resources has become
an important research issue.

Much work has been done for resource allocation, such as
power control and adaptive modulation in multiaccess wire-
less channels. In [1]–[4], resource allocation has been exten-
sively studied. In [5]–[8], beamforming, multiuser detection,
and power control have been combined for cellular wireless
communication systems. In [9]–[15], adaptive modulation tech-
niques have been proposed to enhance the spectrum efficiency
for wireless channels. The performance approximation and ro-
bustness for estimation errors have been investigated. In [16]
and [17], adaptive coding provides another way for transmis-
sion rate control. In [18]–[20], the authors have explored re-
source allocation problems from the channel capacity point of
view. In [21]–[28], many adaptive algorithms are constructed
to adaptively control the transmitted power and rate to opti-
mize the system performance. In [29], the authors present an
“opportunistic” transmission scheduling policy for a single cell
time-division multiple access/frequency-division multiple ac-
cess (TDMA/FDMA) system that exploits time-varying chan-
nels and maximizes the system performance stochastically. In
[30], game theory is introduced in the power control problem.
Each user competes with other users for limited resources, and
the system is balanced in some equilibriums.

In traditional power control, each link’s transmitted power
is selected so that its received SINR is larger than or equal
to a fixed and predefined targeted SINR threshold, required
to maintain its link quality, while the system minimizes the
overall transmitted power of all links. However, a link with a
bad channel condition requires too much transmitted power
and therefore causes unnecessary CCI to other links. This is
a major issue that will be addressed in this paper. In adaptive
modulation, each link can select a range of different modulation
rates; consequently, a range of targeted SINR thresholds can be
applied. A joint adaptive power and rate allocation scheme is
developed by using M-QAM adaptive modulation with antenna
diversity. The optimization goal is to minimize the overall
transmitted power under some constraint. The overall network
throughput is not reduced; the time-average throughput of
each user is maintained as a constant that is determined by the
service for which the user pays. In order to solve the problem,
the problem is heuristically divided into two subproblems.
First, users determine the ranges of throughput that they can
accept at different times and report these ranges back to the
system. An algorithm is developed to ensure fairness at the
user level. Second, the system determines what is the optimal
throughput allocation to different users at each time within
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the acceptable throughput ranges provided by the users. Three
adaptive algorithms are developed to solve this subproblem
at the system level. The whole scheme can be interpreted as
“water filling” each user’s throughput in time domain and
allocating network throughput to different users each time,
according to their channel conditions. From the simulation
results, the proposed scheme reduces the overall transmitted
power up to 7 dB and increases the average spectral efficiency
up to 1.2 bit/s/Hz, compared with the previous scheme in [5].

The organization of this paper is as follows: In Section II,
a network system model is presented with antenna diversities.
Approximations of MQAM are presented. The optimization
problem is formulated. In Section III, the problem is heuristi-
cally divided into two subproblems. Several adaptive algorithms
are developed. A power and throughput management system
is constructed. In Section IV, the proposed algorithms are
evaluated by simulation study. In Section V, the conclusion is
presented.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

cochannel links exist in distinct cells, such as in TDMA
or FDMA networks. Each link consists of a mobile unit and
its assigned base station. Coherent detection is assumed to be
possible so that it is sufficient to model this multiuser system by
an equivalent baseband model. Antenna arrays with elements
are used only at the base stations. Each link is affected by the
multipath fading, with the propagation delay far less than one
symbol duration. The maximum number of paths is . For the
uplink case, the signal at the th antenna array element of the
th base station can be expressed as

(1)
where and are the log-normal shadow fading and the
path loss from the th user to the th base station, respectively,

is the th path fading loss from the th user to the th base
station’s th antenna, is the transmitted power, is the
shaping function, is the message symbol, is the th
base station’s thermal noise at the th antenna, and is the
channel propagation delay. Here, , (the delay from
the mobile to its assigned BS), and , (the delay from
the mobile to other cell’s BS) is uniformly distributed within
one symbol duration. The channels change slowly and are stable
over a frame with hundreds of symbols. The impulse response
from the th mobile to the th element of the th base station is
defined as: , where includes the effects
of the transmitter, receiver filter, and shaping function

. We define as the sampled noise.
Because of the channel distortions, CCI, and thermal noises,

the average receivers’ SINR can be very low most of the times.
Under this condition, in order to satisfy the desired bit-error
rate (BER), only low modulation rate or even no transmission
can be selected. Antenna diversity is an important means to
increase the average receiver’s SINR. Consequently, MQAM

can be applied with different modulation rates for the desired
BER. The antenna outputs can be combined by maximal ratio
combining (MRC) or selective combining (SC) [31], as shown
in Fig. 1. MRC diversity requires that the individual signals
from each branch be compensated in phase and weighted by
the square roots of their SINRs and then be summed coherently.
If perfect knowledge of the branch amplitudes and phases is as-
sumed, when the noise is spatially white, MRC is the optimal di-
versity-combining scheme and provides the maximum capacity
improvement. The disadvantage of MRC is that it requires all
knowledge of the branch parameters. The SC combiner only
chooses the branch with the highest SINR. SC is simpler than
MRC but yields suboptimal performance. By using the antenna
diversity, the th base station’s combiner output can be written
as , where , and is a combiner
weight vector given by

For MRC

For SC
antenna has the largest SINR

otherwise

where is the received SINR at the th antenna element that
can be calculated from (1). The th base station’s combiner
output SINR is given by [26]

(2)

where , , and
.

In adaptive modulation, the transmitters and receivers can
adaptively select the modulation rates, i.e., throughput, ac-
cording to the channel conditions. It has been shown that
adaptive modulation can greatly increase the spectral efficiency
of wireless communications [10], [22]. In this paper, adaptive
MQAM modulation is applied. It has been shown that BER of
square MQAM with gray bit mapping as a function of received
SINR and constellation size is approximately given by
[31]

BER

(3)
where is the complementary error function. This approxi-
mation is tight when the SINR is high.

Now the relation between SINR and throughput will be
shown. In the th cell, the th link between the mobile and its
assigned base station uses the modulation with constellation
size . Without loss of generality, each user is assumed to have
the unit bandwidth. The th link has throughput .
For BER and BER , the required SINRs of
different constellation sizes are shown in Fig. 2. One can see
that for the traditional power control with fixed modulation
(8-QAM), the receiver must have SINR greater than a specific
threshold to have any throughput that satisfies BER . In
this paper, each user can select a range of different modulation
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Fig. 1. SC and MRC.

rates. Consequently, the targeted receiver’s SINR can be chosen
within a range.

It is hard for (3) to be inverted and differentiated. In [10]
and [22], the authors have introduced BER approximations for
different modulation rates as

BER (4)

where , , and . This approximation
is tight when the SINR is high. Rearranging (4) for a specific
BER, the th link’s throughput is given by

bit/s (5)

where and BER . In Fig. 2, the
approximation is compared with the expression in (3) at BER

and BER , respectively. It is shown that (5) is
a good approximation for throughput versus SINR for a fixed
BER.

In reality, the channel estimation errors can affect the perfor-
mance of adaptive modulation. In this paper, the perfect channel
estimation is assumed and it is used in many literature works.
Many analyses for the effects of channel estimation errors on
adaptive modulation can be found in [11], [13], and [14].

B. Traditional Power Control

In a traditional power control problem [5], the SINR of each
user is maintained greater than or equal to some threshold
that can provide the adequate link quality. The problem is given
by

subject to (6)

where . In this kind of power control, a
fixed and predefined targeted SINR threshold for the desired
modulation rate and BER is assigned to each user. Then, the
transmitted powers are updated to ensure users’ targeted SINRs

Fig. 2. BER approximation and BER standard formula for MQAM.

without considering their channel conditions. The system
works perfectly in low SINR areas. When the targeted SINRs
become high enough, the overall transmitted power will start
to increase rapidly. If the targeted SINRs are larger than some
specific values, there are no feasible solutions, i.e., the receivers
cannot get enough SINR levels, no matter how large the trans-
mitted powers are. One of the underlying reasons for such a
problem is that the users with bad channel responses require too
many transmitted powers; thus, they introduce unnecessarily
high CCI to others. Therefore, having a fixed targeted SINR
threshold is not an optimal power control approach.

C. Optimization Problem

All links are assumed to apply MQAM with throughput
within a range , according to their channel condi-
tions, while the overall network throughput is
maintained greater than or equal to a constant . is equal to
the sum of the fixed targeted throughput in the previous scheme
[5] in (6). should be selected such that the system is always
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feasible. If is too large, it is likely that the overall network
throughput will be larger than the overall system capacity, as
a result there will be no solution. Each time, the links with bad
channel conditions sacrifice their throughput, i.e., they use lower
SINR thresholds, which reduce the unnecessary CCI. The links
with good channel conditions use higher SINR thresholds, i.e.,
more bits per symbol are selected, which increases the network
throughput. For each link, the time-average throughput is a con-
stant to ensure fairness, and the throughput is “water filled” at
different times. For the whole system at any specific time, the
overall network throughput is allocated to different links, ac-
cording to their channel conditions so as to minimize the overall
transmitted power. The value of is also equal to the sum of all
users’ time average throughput, so that the sum of users’ time
average throughput and the overall network throughput can co-
incide. This problem can be summarized as

subject to

Feasibility
Network Performance
Throughput Range

Fairness const

(7)

where . Only one type of users is
assumed, so const const , , . The feasibility con-
straint is the matrix expression for the
equalities , [5], where ,

, ,
, and

if ,

if .

In the problem defined above, the complexity lies in the opti-
mization over time and grows rapidly with the number of users.
In Section III, algorithms are developed to reduce the com-
plexity and distribute the computing efforts to both the system
level and the user level.

III. PROBLEM PARTITION AND ADAPTIVE ALGORITHMS

A. Problem Partition

The difficulties of solving (7) lie in the feasibility and fair-
ness constraints. First, in the feasibility constraint, if the users’
transmitted powers are fixed, the targeted SINR is linearly
constrained. On the other hand, if is fixed, the constraint is
linear for . However, if both SINRs and powers are consid-
ered, it is a bilinear matrix inequality (BMI) problem [32]. The
BMI problem is nonconvex and nonlinear. Only limited tools
are available in the literature to find the solutions [32]. Second,
in the fairness constraint, the throughput is considered at the
different times. It is very difficult to solve the problem by tra-
ditional dynamic programming because the distributions of the
received SINRs and transmitted powers are extremely hard to
model and calculate. Therefore, the problem defined in (7) is
too difficult to find an analytically optimal solution. A heuristic

way is needed to obtain a suboptimal solution with relatively
good performances.

If the fairness constraint is not considered, the problem in (7)
is a pure constrained optimization problem. With the consid-
eration of fairness, the motivation to solve the problem comes
from jointly considering the throughput ranges and fairness con-
straints. First, the users report the ranges of throughput that
they can accept. Then, the system decides how to allocate the
throughput to each user each time, according to these ranges.
The acceptable throughput ranges are modified by the users’
transmission history. Each time, some users may have more
throughput, while others have less. Then, the users with more
throughput will become less aggressive about transmitting and
will request smaller throughput ranges in the near future, and
vice versa. From the above idea, the optimization problem in
(7) is divided into two subproblems.

1) At the user level, in order to ensure fairness, the users
trace their histories of throughput and report the ranges of
throughput that they can accept to the system at current time.
2) At the system level, for the whole network each time,
the system determines the optimal throughput allocation to
different users, and this allocation requires the lowest overall
transmitted power.

Therefore, the overall transmitted power is minimized each
time, and fairness is guaranteed. However, the optimal solu-
tion for (7) is not guaranteed to be achieved. But, from the
simulation results in Section IV, the significant performance
improvements over the traditional system [5] will be shown.

An illustrative example for two users is shown in Fig. 3. The
two axes represent the two users’ desired SINRs that are re-
lated to their throughput. The provided ranges are the required
SINRs for the throughput ranges that the users provide, and
these ranges are also restricted by the feasibility constraint. On
the dashed line, the overall network throughput
is a constant. At the system level, the goal is to find what is
the optimal point each time that requires the minimum overall
transmitted power, within the range (shown as the polyhedra)
and under the overall throughput constraint . At the
user level, the problem is how to change the throughput ranges
over different times to ensure fairness. For example, if user 1
is assigned to have small throughput now, he will be more ag-
gressive about transmitting his data in the future. Consequently,
the throughput range will move to the right within the practical
range, and user 1 has to be assigned the higher throughput in the
future.

B. Adaptive Algorithm for Throughput Range at the User Level

In this section, the first subproblem will be solved. An adap-
tive algorithm is developed at the user level to report the ac-
ceptable throughput ranges back to system, to ensure fairness.
The key idea is to adapt the throughput ranges with joint con-
sideration of the fairness constraint. Instead of having a fixed
throughput range for each link, the throughput
ranges are adaptively changed by taking into account the links’
throughput histories. Assume the th link can select throughput

at time , and the average de-
sired throughput for the th link is . Each time,
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Fig. 3. Two-user example for problem partition.

and are modified by the current . When
is smaller than , and are increased
so that there is a higher probability that the future throughput

is larger than . When is larger than ,
and are decreased so that there is a

higher probability that is smaller than .
and are bounded by and , which are

the practical minimum and maximum throughput boundaries
that the th link can select, respectively. Their values are fixed
and predefined by the system. In order to track the history of ,

, , where
is a constant that depends on how much delay the user can

suffer. If the delay constraint is tight, should be selected as a
relatively larger number so that the throughput range will move
quickly to compensate the user’s throughput loss at a specific
time. If the user can suffer longer delay, could be selected as
a relatively smaller number so that the user can wait until the
channel becomes better to be compensated back. The selected
value of is also affected by how rapidly the channels change.
If the channels change slowly, a smaller is preferred, so that
the user can wait; otherwise, a larger is selected. Each time,
the throughput window is updated by

(8)

The above throughput window may move to the opposite di-
rection of the channel changing trend. When the channel is bad,
the user selects less throughput. But in the next time, the user
has to select a larger throughput because the throughput window
moves to a higher throughput area, even if the channel is still
bad. With the consideration of the channel changes, a scheme
is developed so that the throughput window follows the channel

changing trend. This problem can be categorized as a dynamic
programming problem given by

(9)

where is a function to select the throughput window at time
, and is the control policy that has a different impact on

the outcomes of . The problem in (9) is extremely difficult to
solve, but an intuitive idea can be applied to find a much sim-
pler solution. Because may not be an integer, the throughput
window developed in (8) may not be discrete. If the th user’s
assigned throughput at the current time is smaller than the
median of all the users’ assigned throughput in the adjacent
cells, this means that the th user is possibly still under the bad
channel condition. The lower throughput window is assigned to
follow the channel condition, by using the floor of the original
throughput window. Here, the floor is a function that finds the
maximum integer immediately less than the real value. On the
other hand, if the th user’s throughput is larger than the median
of the users’ throughput among the adjacent cells, the higher
throughput window is assigned to follow the channel condition
by using the ceiling of the original throughput window. Here,
the ceiling is a function that finds the minimum integer imme-
diately greater than the real value.

In addition, when a user is trapped in a bad channel for a
long time, instead of assigning him with a very high throughput
range, the algorithm should be able to assign this user with
lower throughput. By doing so, the user will not cause too
much CCI to others, and the system performance can be im-
proved. The history of is tracked. If the user detects

consecutive equal to , the user will report
the acceptable throughput range as , instead
of . Consequently, the system is able to
assign the minimal throughput to the user. The throughput
ranges are updated by users to BS every power update interval.
Because the ranges are discrete and limited by the hardware,
the associated overheads to report these ranges are small. In
a real system, this information is coded by a powerful error
control code to ensure that it comes through without errors. In
each iteration, users’ throughput windows are updated by the
following algorithm.

Adaptive Algorithm for Each User’s
Throughput Window
1) Initialization: ,

,
2) Iteration:

;
if median ,

all adjacent CCI cells,

;

;
else

;
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;
3) Feedback the Acceptable Throughput
Ranges to BS:

if
, report ;

else, report .

If a user is never trapped in the bad channel for a long period
of time, when is continuously less than for some
time, is increased to . Then, the next
has to select the throughput equal to or greater than ; con-
sequently, stops increasing. The same analysis can be
applied to . Since and are bounded
and are linearly modified by , is also bounded.
If is rearranged and summed over the different times

(10)

The second term on the right-hand side decreases to zero as
. So, , i.e., the

system is fair, so that each user’s time-average throughput is a
constant.

If a user is trapped in the bad channel for a long period of time
and detects consecutive equal to , the user will
report the acceptable throughput range as .
Under this condition, will not be bounded. If the
channel becomes better in the future and the system assigns
more throughput to this user, will be increased. Con-
sequently, will be less than , and the second term
on the right-hand side of (10) will approach to zero, asymp-
totically. If a user is trapped in the bad channel indefinitely,

will go to negative infinity, and fairness constraint
cannot be satisfied. In practice, this situation seldom happens.
If it does happen, there is no practical meaning to guarantee
fairness for this user because this user will cause too much CCI
that will reduce the system performance a lot.

C. Adaptive Algorithms for Throughput Allocation at the
System Level

In this section, the second subproblem will be solved, and
three adaptive algorithms will be developed at the system level
to allocate throughput to different users each time to generate
the minimum overall transmitted power. The first one is a full
search algorithm that can guarantee to find the optimal solu-
tion each time, but the complexity is very high. The second one
is a fast search algorithm that analyzes which users contribute
more to the overall transmitted power. The last one is an adap-
tive algorithm by assuming that the throughput is continuous
and approximated by (5). Then, the throughput allocation result
is projected to the closest discrete value that satisfies all the con-
straints.

Full Search Algorithm: Because there is only a limited
number of discrete throughput that each user can select, and
there are only limited number of users, a full search method can
be applied to find the optimal throughput allocation. The users
provide the acceptable throughput ranges to the system. The

system calculates the overall transmitted powers of all combi-
nations of by the iterative algorithm under the constraints in
(7). The throughput allocation that generates the lowest overall
transmitted power is selected. The adaptive algorithm can find
the optimal solution each time, but it has very high complexity.
The complexity is increased exponentially with the number of
users, which is not acceptable in practice. It can be used as a
performance bound. The full search adaptive algorithm is given
by the following.

Full Search Adaptive Algorithm for
Throughput Allocation
1) Adaptive Modulation:
search all possible for every

user subject to the constraints.
find the combination of that

minimizes calculated by the it-
eration.
2) Iteration:

Initialization: any pos-
itive feasible values

Antenna Diversity:
Power Allocation Update Iteration:

required SINR for and de-
sired BER;

; .
3) Throughput Range Update: Update

, , and .

Fast Search Algorithm: In order to reduce complexity, a fast
search algorithm is developed. The system needs to find out
which users contribute more to the overall transmitted power.
The gradient of overall transmitted power to each user’s targeted
SINR is derived. If the users with larger gradients can sacrifice
their SINRs a little bit, the overall transmitted power will be re-
duced significantly.

In the Perron–Frobenius theorem [34], if the spectrum radius
of , , i.e., the maximum absolute eigenvalue, is less
than one, the minimum overall transmitted power is achieved
when , , and can be written as

(11)

where . Define . If
and , then . Since

, and , , , if , ,
is fixed, every component in is a function of ,

with nonnegative coefficients. In vector , every has
the nonnegative coefficients as well. So,

is also a function of with nonnegative coeffi-
cients. The only situation where the coefficients are zeros is
when the antenna diversity uses a null for the desired mobile
user. This hardly happens in practice. Since , , when
the other , , is fixed, is a convex and in-
creasing function of . From (5), is an increasing and convex
function of throughput . So, is also an increasing and
convex function of , when the other , , is
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fixed. Consequently, the overall transmitted power is minimized
when the network throughput constraint is equal, i.e., .
This is because any can be reduced to have smaller overall
transmitted power, if .

Now, the gradients of overall transmitted power can be de-
duced. If the derivatives are taken with respect to at both sides
of (11), the th element of gradient is given by
[21]

(12)

where , and , if ;
, otherwise. The value of reflects how severe the CCI is.

When the CCI is large, tells how much the th user causes
the CCI to other users. When the CCI is small, , ,
. Since the adaptive algorithm only needs the direction of the

gradients and does not need the amplitudes, the value of can
be ignored, i.e., , , when the CCI is small. Equation
(12) is very significant in that it provides a very simple way
to find the gradients. In this case, SINRs can be measured at
each base station’s antenna diversity output, and the feedback
channels can be used to get the mobile transmitted power values
to calculate the gradients. Consequently, the complexity can be
reduced greatly.

With the gradients, a greedy algorithm is developed. First,
because the network throughput constraint is nonlinear,
the overall transmitted power is no longer a convex function
of under this constraint. The gradients of different users
are compared. If a user with a larger gradient selects lower
throughput, i.e., he requires a lower targeted SINR threshold,
the overall transmitted power is greatly reduced. So, first the
throughput that generates the lowest overall transmitted power
is decided for the user with the highest gradient, subject to
the constraints. When the throughput of the user with the
largest gradient is changed, the throughput of the other users
is modified in the order from the lower gradient to higher gradient
to compensate the network throughput constraint . By
doing this, more throughput is allocated to the users with small
gradients, and less throughput is assigned to the users with large
gradients; consequently, the overall transmitted power will be
reduced significantly. Note that the throughput of the user with
the largest gradient may not end up with the lowest throughput

because the increase of the sum of other user’s powers
may be larger than the decrease of this user’s power. In the next
iteration, the throughput of the user with the largest gradient
is fixed, and the system finds the optimal throughput for the
user with the second highest gradient, and so on, until we
find the throughput of the last user in the row. Because every
user only searches for a fixed amount of throughput range and
reordering is needed, if the gradient is calculated by (12) and

, , for simplicity, this suboptimal algorithm has
the complexity of only . If the CCI is severe
and , then the complexity is . If the user
index is rearranged from the largest gradient to the lowest,
i.e., , and any nonfeasible solution has

, the suboptimal adaptive iterative algorithm is
summarized by the following.

Fast Search Adaptive Algorithm for
Throughput Allocation
1) Initialization:

, any feasible positive
const.
2) Adaptive Modulation
for to
for to
1) Modify from to to

satisfy the constraint (exhaust
first.)
2) Run iteration

Antenna Diversity:

Power Allocation Update Itera-
tion:

= required SINR for and
desired BER, ,

.
3) Find that generates the

lowest power for the th user.
end

end
3) Throughput Range Update: Update

, , and .

The algorithm is suboptimal because the optimal throughput
for one user may not be optimal for all users. The algorithm
may stop at some local minimum points or the boundary points.
From the simulation results that will be shown, the suboptimal
algorithm has relatively good performance.

Projected Gradient Algorithm: As we have stated, the fea-
sible constraint in (7) is a BMI constraint. Here, the approxi-
mation of throughput in (5) is used, and a projected gradient al-
gorithm [32] is developed to change each user’s targeted SINR
to find the minimal overall transmitted power. The throughput
allocation results are probably not integers. The results are pro-
jected to the nearest discrete throughput allocation that satisfies
the constraints. Then, the above two steps are employed again,
until the discrete throughput allocations are the same in two con-
secutive iterations.

First, the projected gradient method will be developed. The
throughput is now supposed to be continuous and has the value

. If each user’s targeted SINR is changed by the gradient in
(12), the overall throughput constraint cannot
be satisfied. The gradient needs to be modified such that the
overall throughput constraint holds. The plane that is tangent
to the curve at point needs to be
found, where . Without loss of gener-
ality, this plane can be moved to the origin. The plane can be
expressed as: , where .
The modified gradient is given by . By the def-
inition of projection, vector satisfies equation

. The right-hand side needs to be mini-
mized to get the optimal vector, i.e., the projection .

The best throughput allocation is obtained from the above
projected gradient algorithm. needs to be projected to a dis-
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Fig. 4. Power control and throughput management system.

crete value. The projection problem can be written as

subject to

and (13)

where is projected to the discrete value with the constraint
. However, the discrete throughput projection may

not be feasible or not in the ranges. If so, the second closest
point needs to be found to see if it satisfies all the constraints.
The search is continued until a feasible solution is found. The
projected gradient algorithm is given by the following.

Projected Gradient Algorithm
1) Initialization:

, any feasible positive
const.
2) Iteration: Stop when is stable.

Antenna Diversity: MRC or SC
Adaptive Threshold Allocation
do {SINR Range: ;

Projected Gradient: ;
; ;

Within Range: if ;
if }

while ( not stable, not boundary)
Adaptive Modulation: Select

.
Throughput Projection: Project

to the nearest that satisfies the
constraints.

Power Update Iteration:
; ; .

3) Throughput Range Update: Update
, , and .

In the algorithm, is a small constant, whose value decides the
rate of convergence and the variance of the final results. Whether
or not is stable is decided by comparing the maximum
difference of in two consecutive steps. The algorithm has

complexity of . However, because two iterations are
needed each time, the complexity is higher than that of the
fast search algorithm but still much lower than that of the full
search algorithm, when the number of users is large. From
the simulation results, it will be shown that the projected
gradient algorithm can find the optimal solution each time.

The algorithm starts from any feasible rate and power allo-
cation. In each iteration, the gradient of the overall transmitted
power is calculated and projected on a plane where the network
performance constraint is satisfied. This modified gradient is
at least pointing in the direction where the overall transmitted
power is increasing. The algorithm modifies the SINR alloca-
tion at the opposite direction of this modified gradient so that
the new overall transmitted power is less than or equal to that
of the old iteration. When the algorithm finds the SINR allo-
cation solution, this SINR allocation must be feasible, and the
transmitted powers are updated by fixing the targeted SINRs.
This power update iteration converges to a unique solution
[2], [5].

D. Joint Power Control and Throughput Management System

With the adaptive algorithms, a joint power control and
throughput management system is constructed in Fig. 4. Be-
cause of users’ multipath fading, shadowing, and random
locations in their respective cells, the channel conditions are
varying. Therefore, accurate techniques for “real time” estima-
tions of channel conditions are essential [11], [14], [31]. The
fluctuations of channels are assumed to be tracked perfectly by
the base stations. This information is sent back to the mobile
users via an error-free feedback channel. The time delay in this
feedback channel is also assumed to be negligible, compared to
the speed of channel and CCI variations. All these assumptions
are reasonable in slowly varying channels.

The way the system works and the distribution of computing
efforts are shown as follows. At the user level, the users
compute and provide the system with their acceptable throughput
ranges, according to their transmission histories and current
channel conditions. At the system level, where the base
stations have much stronger computing power, the adaptive
algorithm module gets the estimation of users’ channel responses
from the channel estimation module. Then, power control
and modulation rates are computed. The power control and
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TABLE I
NORMALIZED TRANSMITTED POWER WITH RESPECT TO NUMBER OF ANTENNAS

Fig. 5. Normalized power (in decibels) versus throughput. (a) BER = 10 . (b) BER = 10 .

best throughput allocation information is sent back to the
mobile users. Then the mobile users, accordingly, adapt their
transmission rates and powers.

For the mobile device with battery power supply, the max-
imum transmitted power is limited. In the optimization problem,
the maximum power constraint can also be considered. In the
proposed approaches, this constraint can be easily implemented
by the full search and fast search algorithms. The algorithms are
modified such that only the throughput allocation that satisfies
the maximum power constraint will be selected. However, in
the projected gradient method, the maximum power constraint
will impose another very complex and nonlinear constraint in
the proposed adaptive algorithm.

IV. SIMULATION RESULTS

In order to evaluate the performances of the proposed algo-
rithms, a network with hexagonal cells is simulated. The ra-
dius of each cell is 1000 m. Two adjacent cells do not share
the same channel, i.e., the reuse factor is 7. There are 50 cells
in the networks. One base station is placed at the center of
each cell. In each cell, one user is placed randomly with a uni-
form distribution. In the simulation, the fading is considered as
complex Gaussian distributions with three multipaths of equal
powers. The fading is independent between two resource alloca-
tion intervals. Each base station has a -element antenna array.
Noise power is 10 . . A 3-dB log-normal distribu-
tion is considered. In this paper, the two slopes path loss model

[33] is applied to obtain the average received power as a func-
tion of distance. We select the basic path loss exponent as 2,
the additional path loss exponent as 2, the base station antenna
height as 50 m, the mobile antenna height as 2 m, and the car-
rier frequency as 900 MHz. In Table I, the overall transmitted
power of our proposed system is shown with respect to a dif-
ferent number of antennas. The value is normalized with the
case where only single antenna is applied. Two different BER
requirements (BER and BER ) are shown, re-
spectively. The overall transmitted power can have a reduction
of about 75% to 95% for MRC compared to the single antenna
case. The performance of SC is consistently worse than that of
MRC. Since SC can apply noncoherent modulation, the com-
plexity is much smaller. When the desired BER is decreased,
SC performs closer to MRC. With the number of antennas
increasing, from simulations, the decrease of powers saturates
around . Therefore, is chosen for rest of simula-
tions.

In Fig. 5(a) and (b), the normalized overall transmitted power
as a function of average spectral efficiency is compared for
the fixed scheme [5], fast search scheme, projected gradient
algorithm, and optimal full search scheme with MRC and SC
diversity at BER and BER , respectively. We
normalize the power with MRC scheme when the spectral
efficiency equals to 1. Each user is assumed to have the same
desired time-average throughput . Define
window size bit/s,

. Each user is assumed to have unit bandwidth. From the
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Fig. 6. MQAM performance with continuous throughput assumption. (a) BER = 10 . (b) BER = 10 .

Fig. 7. Effects of window size: (a) power saving and (b) spectral efficiency gain.

simulation results, the projected gradient algorithm can find the
optimal solution obtained by the full search algorithm. Because
there is only one allocation scheme available when the average
spectral efficiency is equal to one, all the algorithms perform
the same. When the average spectral efficiency increases, the
proposed algorithms greatly reduce the overall transmitted
power and increase the maximum achievable throughput. The
suboptimal fast search algorithm has the performance between
those of the fixed scheme and optimal scheme. The results show
that the proposed scheme can reduce the overall transmitted
power by about 7 dB, when the average spectral efficiency
is larger than 2. The proposed scheme also increases the
maximum spectral efficiency by about 1 bit/s/Hz. In the lower
spectral efficiency range, the suboptimal fast search algorithm
has almost the same performance as that of the optimal solution.

If the MRC diversity is employed, it reduces about 3 to 4
dB more transmitted powers than those of SC diversity. The
SC diversity and proposed suboptimal algorithm have a lower
complexity.

In order to further study the projected gradient method,
the throughput is assumed to be continuous. In Fig. 6(a) and
(b), the MQAM performances are compared with MRC and
SC diversity at BER and BER , respectively.
The simulations are conducted from time 1 to 1000. From the
results, it is shown that the adaptive algorithms can improve
the average spectral efficiency by 0.9 bit/s/Hz and decrease
the overall transmitted power by 40% less than those of the
fixed schemes. The MRC scheme again has better performance
than SC scheme. The overall transmitted power of MRC is
40% less than that of SC. The maximum achievable spectral
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efficiency of MRC is about 0.7 to 0.9 bit/s/Hz higher than
that of SC. However, this improvement is decreasing as BER
is getting smaller.

In Fig. 7(a) and (b), the average power saving and average
spectral efficiency gain are shown as the functions of window
size. The overall transmitted power can be reduced up to 7 dB,
and the spectral efficiency can be increased up to 1.2 bit/s/Hz.
The power stops decreasing and spectral efficiency increasing
speed is reduced, as the window size is growing. This is be-
cause of the time-average throughput constraint for each user.
The user that gets better throughput at this time must pay back
in the future. So, there is no need to have a very large window
size. Only a limited number of modulation rates are necessary;
consequently, the system complexity can be simple.

V. CONCLUSION

A joint power and throughput optimization framework is pro-
posed to study the performance of adaptive resource allocation
in wireless networks. The adaptive power minimization algo-
rithms are constructed under the fairness constraint, by using
adaptive modulation with antenna diversity to fully utilize the
spectrum, to combat time-varying wireless channels and to re-
duce CCI. The proposed scheme can be interpreted as “water
filling” each user’s throughput in time domain and allocating the
network throughput to different users each time. A joint power
and throughput management system is built to adaptively allo-
cate the resources. From the simulation results, the algorithms
reduce the total transmitted power of mobile users by up to 7 dB,
which is critical in terms of battery life. The spectral efficiency
is increased by up to 1.2 bit/s/Hz, which, in turn, increases the
network performance.
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