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Abstract— Capacity optimization in a multi-cell OFDMA
system where each cell has multiple users is investigated in
this work. The objective is to find an assignment of users to
the sets of subcarrier, their transmission rates for the sub-
carrier, and power allocation such that the total system ca-
pacity is increased, while users meet a minimum total rate
requirement and a power constraint. Since the optimal solu-
tion involves an exhaustive search or complex nonlinear in-
teger programming, we develop sub-optimal low complexity
algorithms. We propose a two-step scheme: First an initial
channel and data rate allocations are determined by two ini-
tialization algorithms. Then we refine the assigned rates by
an iterative algorithm. From simulation results, the proposed
algorithms can efficiently allocate resources to increase the
overall system capacity and reduce the allocation outages.

I. Introduction

In multiuser wireless systems, users to users channel vari-
ations, due to location differences and fading in time and
frequency, can be utilized to improve system capacity. By
assigning bandwidth according to users’ channel responses,
spectral efficiencies can be improved. This technique, which
is known as multiuser diversity, in Orthogonal Frequency
Domain Multi-Access (OFDMA) can be utilized over time
and frequency. However, in order to maintain the basic link
qualities, the allocation algorithm has to efficiently utilize
the bandwidth to increase system capacity and at the same
time meet the minimal data rate requirements of different
users.

This problem has been of interest recently. In [1], [2],
in single cell systems, suboptimal algorithms were proposed
such that total transmit power was minimized and a mini-
mum rate requirement for each user was to be satisfied. In
[3], a suboptimal simple algorithm was proposed for single
cell case. In [4], a similar problem in a single cell system
was formulated as max-min user throughput optimization
under a maximum transmit power policy. In [5], the objec-
tive was defined as maximizing total system throughput, in
a multi-cell system, while the transmit power per user was
limited. In that work, a suboptimal water-pouring based
algorithm was proposed to solve that problem. A number
of heuristic algorithms were proposed in [6] to find feasi-
ble channel assignments and transmit power allocation in
multi-cell systems. Most of the previous works concentrate
on either single cell channel assignment problem or multi-
cell power control problem. Very few works address the
multi-cell OFDMA resource allocation where each cell has
multiple users, which is a very difficult high dimension as-
signment and nonlinear problem. This motivates us to study

this problem and try to find a possible solution.
In this work the problem of capacity optimization by

dynamic allocation of subcarrier to users in a multi-cell
OFDMA network is investigated. The objective is defined
as to maximize the overall system capacity while a mini-
mum rate requirement for each user can be satisfied and the
transmitted power is constrained. Since this problem is NP
hard, we propose a two-step suboptimal scheme which can
serve as a benchmark. In the initialization step, we develop
two algorithms: First, we start from an equal rate channel
allocation across users; in another approach, we start from a
maximum packing solution. In the refinement step, we im-
prove system capacity by an iterative algorithm. Through
the numerical studies, we will show that the proposed algo-
rithms can efficiently allocate the resource to increase the
system capacity and reduce the outage probability, when
the system is more crowed.

In Section II, we present the system model and problem
definition. In Section III, we propose two initialization al-
gorithms. In Section IV, we develop an iterative capacity
refinement algorithm by using subspace methods. Numeri-
cal studies are included in Section V. Finally, in Section VI,
the contribution of this work is summarized.

II. System Model and Problem Definition

Assume there are N cells in the system and the ith cell
has Mi mobile users. There are totaly K subcarrier in the
system. Within each cell, only one user is allocated to each
subcarrier. Among different cells, multiple users share the
same subcarrier. The allocations of users and powers to
subcarrier are denoted by K×N matrices A and P, respec-
tively. [A]ki = Aki represents user number j that occupies
the kth subcarrier in the ith cell. Aki ∈ [1, . . . , Mi]. [P]ki is
this user’s power. For the uplink case, in the ith cell, the jth

user occupies the kth subcarrier, i.e., Aki = j. We assume
the system is synchronized and our results can be served
as a benchmark for the distributed unsynchronized system.
The uplink received SINR is:

Γk
i =

P k
i Gk

ii∑
l �=i P k

l Gk
li + N0

(1)

where P k
i is the transmit power from ith cell for the kth

subcarrier, Gk
li is the interferer’s propagation loss from the

lth cell to the ith cell for the kth subcarrier, and N0 is the
sampled thermal noise level. Without loss of generality, we
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assume the noise level is the same for all users. Suppose a
target SINR γi (Γi ≥ γi), in matrix form, we have

(I − DkFk)Pk = uk (2)

where Pk = [P k
1 , . . . , P k

N ]T , Dk = diag(γk
1 , . . . , γk

N ), uk =
[uk

1 , . . . , uk
N ]T , uk

i = γiN0/Gii, and

[Fk
ij ] =

{
0 if j = i,
Gji

Gii
if j �= i.

(3)

The above equation has a solution with possible power
vector, if the spectral radius (the maximal eigenvalue) of
ρ(DkFk) is inside unit circle [8].

We assume that the channels change slowly and are stable
over a frame with hundreds of symbols. Assume Aki = j,
the capacity is denoted by

ck
ij = W log(1 +

Γk
i

Γ
), (4)

where Γ is a constant for capacity gap and W is the band-
width. Without loss of generality, we assume W = 1.

The goal of this paper is to maximize the system over-
all capacity. Each user has a minimal rate requirement Rij

when he is admitted to the system. In practice, the trans-
mitted power of each user is bounded by Pmax. The users
will water fill their powers to the carefully assigned chan-
nels according to the channel responses, interferences, and
noises. This will involve complicated channel assignment
and high dimension nonlinear optimization. In [9], it has
been shown that the power is closely related to the spectral
radius of DkFk. In this paper, to simplify the problem, we
let the spectral radius to be bound by 1 − ε, where ε is a
small number. We can carefully select its value, such that
the power constraint is satisfied. The constrained optimiza-
tion problem can be expressed as:

max
A,P

N∑
i=1

Mi∑
j=1

K∑
k=1

ck
ij (5)

s.t.

{
Rate: cij =

∑K
k=1 ck

ij ≥ Rij , ∀i, j.

Power: |ρ(DkFk)| ≤ 1 − ε, ∀k.

Since finding the optimal solution to the problem in (5) di-
rectly is extremely complicated and may involve complicated
nonlinear large dimension integer programming or even ex-
haustive search. For example, by using Monte Carlo method
with multiple initializations or simulation annealing, we can
achieve some local optima or even global optimum. However
the complexity is too large even for performance analysis.
So we try to solve it in two steps to reduce the complexity.
In the first step, we initialize the resource allocation by fast
suboptimal algorithms to allocate channels and powers. In
the second step of refinement, for each subcarrier, we de-
velop an iterative algorithm to increase the system capacity
subject to the minimal rate and power constraints per user.

TABLE I

Initialization Algorithm A

1. For each subcarrier k from the pool of available
subcarrier, search over the possible system to maximize
the spectral radius of the matrix Fk, i.e.,
γk = maxA(1 − ε)/ρ(Fk).
2. In the set of available subcarrier, start from the
subcarrier with the best SINR and assign equal rates
(a function of SINR) to assigned users in that carrier,
and remove the subcarrier from the search.
3. Remove users that achieve the desired rate
from the search.
4. Continue with a new subcarrier in Step 1,
until all users have the minimal rate requirement.
5. Allocate the rest of subcarrier in a greedy way.

III. Initialization Algorithms

In this section, we present two algorithms for initializing
resource allocations. In the first algorithm, we find a chan-
nel assignment that maximizes the equally achieved rate for
users. In the second approach, we pack an initial set of
users plus their channel and rate assignments such that to-
tal system capacity is optimized. Using any of the allocation
schemes, we enhance the system capacity by an iterative al-
gorithm in the next section.

A. Equal SINR/Rate Allocation

In the first algorithm, we consider a system where each
base station allocates one user to each subcarrier. The ob-
jective for user assignment is to select one user from each
cell for each subcarrier and form the best set of users that
maximizes capacity. For the case of equal SINR allocation
to all users, this problem is equivalent to finding the best
allocation of users that minimizes the spectral radius of the
gain matrix, DkFk, for each carrier, i.e.,

Â
k

= arg min
Ak

ρ(DkFk) (6)

where Ak is the kth column of A which consists of the indices
of users allocated in different cells for the kth subcarrier.

The optimal solution finds the best user for each subcar-
rier, the maximum equal SINR for each allocation, and the
power allocation to achieve the maximum SINR. The power
allocation can be calculated from (2). The difficulty is to
find the best user assignment for each subcarrier, which in-
volves an exhaustive search over all users. Here we present
a suboptimal approach to find the user allocation. We find
the user that minimizes the link gain for each subcarrier,
i.e.,

Âki = arg min
Aki

1/Gk
ii. (7)
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After the above user allocation, we find the maximal
achievable γk for this subcarrier. Then we try to find the
best allocation for the next subcarrier. If a user’s minimum
rate requirement is satisfied, this user is excluded from fur-
ther resource allocation, until all the users have their min-
imal rate requirements. Finally, the rest of the subcarrier
is greedily allocated to the users with the best channel con-
ditions. The algorithm is shown in Table I, where ε is a
small number. The maximal transmitted power Pmax will
determine its value and ρ ≤ 1 − ε. This algorithm can be
implemented in a distributive manner with limited commu-
nications between base stations.

B. Maximal Rate Packing

In the second algorithm, we find the best set of users
for each subcarrier and each subcarrier is not necessarily
occupied by all base stations. The basic idea is to pack each
subcarrier with the best users in the networks as long as the
capacity is increasing.

First, the algorithm finds the highest SINR user and sub-
carrier in the networks. This user maximizes the channel
capacity for this subcarrier. Then we add users one by one
to share the subcarrier. If adding users does not improve the
total capacity for this subcarrier, the assignment is stopped
and we continue for the remaining subcarrier. If any user
is allocated more than its desired rate, he will be removed
from the future optimization list. The algorithm continues
until all users have the minimal rate requirements. When
the algorithm is not able to find a solution, due to lack of
resources, we report an outage. Otherwise, the rest of the
subcarrier is assigned by a greedy method where we pack the
subcarrier with the same method above, but users are not
removed from the list, such that the total network capacity
is increased.

In this approach, the maximal data rate is packed in the
network for each subcarrier independent of their cells. That
means some base stations may or may not assign a specific
subcarrier to their users. In using a subcarrier, the base
station sacrifices for the other cells with the hope that the
other base stations will run out of users and reduce interfer-
ences in other subcarrier. The algorithm is shown in Table
II. To implement this algorithm, we need a centralized con-
trol and sufficient channel estimations. So the algorithm fits
the situation where the number of cells is small and channel
changes slowly.

IV. Capacity Refinement Algorithm

We have presented initialization algorithms for the chan-
nel and power allocations for different subcarrier for differ-
ent users in different cells. In this section, we will develop
a two-step iterative algorithm to refine the allocation such
that the system overall capacity can be improved under the
rate and power constraints. In the first step, we improve the
system feasibility. We find the gradient ∂ρ(DkFk)/∂Γk

i for
the kth subcarrier and then project this gradient onto the

TABLE II

Initialization Algorithm B

1. Evaluate maximum data rate for each user at its
maximum transmission power for each subcarrier.
Start with the subcarrier and user with the
highest rate
2. Add one user at a time and find the best user
and assigned power that maximizes the total
capacity.
3. Repeat Step 2 until total capacity does not
increase by adding users.
4. Repeat from first step with a new subcarrier,
until all users satisfy their rate requirement.
If no solution, report an outage.
5. Allocate the rest of subcarrier in a greedy way.

plane where the overall capacity for this subcarrier is fixed.
Then we move along this modified gradient so that ρ(DkFk)
is reduced, while the overall capacity of this subcarrier is
maintained the same. In the second step, we increase each
subcarrier’s SINR for different users to increase the system
performance until the system is almost infeasible. Here we
consider the users whose rates are less than Rij first, be-
cause their rates may be impaired by the first step. The
two steps are executed iteratively to improve the system ca-
pacity. The iteration stops when reaching the boundary or
some stable point.

In the first step, we find the gradient first. It has been
shown that the existence of the derivative of the spectral
radius ρ(DkFk) by the following theorem [7].

Theorem 1: let λ be a simple eigenvalue of DF, with right
and left eigenvectors x and y, respectively. let F̃ = DF+E,
where E is a small perturbation. There exists a unique λ̃,
eigenvalue of F̃ such that

λ̃ = λ +
yHEx
yHx

+ O(‖E‖2) (8)

Proof: [8]
In our application, we only try to reduce the maximum

absolute eigenvalue. Let xk and yk be the eigenvectors of
the largest eigenvalue. Define Ek = ∆Γk

i F
k
i , where

(Fk
i )jl =

{
0, j �= i;

(Fk)jl, j = i.
(9)

We can have the gradient to reduce spectral radius as:

gk
i =

∂ρ(DkFk)
∂Γk

i

=
(yk)HFk

i x
k

(yk)Hxk
. (10)

If we change each user’s SINR, according to above gradi-
ent gk = [gk

1 . . . gk
N ]T , the capacity of each subcarrier will be

reduced. In [9], we project the gradient to a plane where the
overall capacity is a constant. The plane, that is tangent to
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the curve where overall capacity is equal, can be expressed
as:

N∑
i=1

bixi = C, (11)

where bk
i = 1/(1 + Γk

i ) and C is a constant. The projected
gradient is hk, i.e the gradients in (10) projected onto the
plane in (11). However if we move along this gradient, some
users’ rates may be reduced below the minimal rate require-
ment. We will compensate back the rates in the second step.
The first step is stopped when the resource allocation falls
to a local optimum or hits the boundary, i.e., some user’
SINR for some subcarrier is reduced to zero.

In the second step of the iterative algorithm, we will op-
timize the overall system capacity. The gradient of overall
capacity with respect to targeted SINR is given by:

qk
i =

∂ck
i

∂ρ(DkFk)
=

∂ck
i

∂Γk
i

/
∂ρ(DkFk)

∂Γk
i

=
1

gk
i (Γ + Γk

i )
. (12)

We will change the SINRs of the users whose rates are below
the minimal requirements first, while keeping other users’
SINR fixed, until all users’ requirements are satisfied. Then
we increase SINR of all users’ according to this gradient to
increase the overall system capacity, until we hit the bound-
ary, i.e. ρ(DkFk) = 1 − ε.

We repeat the above two steps until the results are sta-
ble. We observe that the second step may stop when the
constraints are not satisfied. If the results satisfy the min-
imal rate constraint, we will return these results, otherwise
we will return the results in the previous iteration. Then
the channel and power allocation is selected for different
users. The whole algorithm is operated within the feasi-
ble region and the solution is on the boundaries. Define µ
and µ′ as small constants, their values determines the con-
verges speed and the accuracy of the final results. Since the
algorithm is initialized with a feasible solution and users’
targeted SINRs are modified within the feasible range, the
proposed algorithm always converges. The iterative capac-
ity Improvement algorithm is given in Table III.

Similar to initialization algorithm B, the improvement al-
gorithm needs a centralized control and many channel es-
timations. So it only fits small scale systems. Moreover,
users’ minimal rate may be reduced in the first step of the
improvement algorithm and cannot be compensated back in
the second step. Under this condition, there are outages
when the minimal rate requirement is not satisfied, and we
just simply switch back to the original settings determined
by the initialization algorithms.

V. Simulations

In order to evaluate the performances of the proposed al-
gorithms, a network with N = 7 is simulated in Fig. 1. One
base station is located as the center of each cell. Each cell
has the same number of users Mi = 3,∀i and all the users
are randomly located within each cell. The total number

TABLE III

Iterative Capacity Improvement Algorithm

Initialization:
By the algorithms in the previous section.

Iteration: Stop when Γk
i stable

1. ρ(DkFk) Reduction:
do {
gk = �ρ(DkFk);
hk = projection(gk);
Γk

i = Γk
i − µ′.hk

i ∀ i;
while (Γk

i not stable or not at boundary)
2. Capacity Improvement
do {
if ∃j,

∑K
k=1 ck

ij < Rij

Γk
i = Γk

i + µ.qk
j ,∀k,

Γk
i = Γk

i , for other users;
otherwise

Γk
i = Γk

i + µ.qk
i ,∀i.

while (ρ(DkFk) ≤ 1 − ε)
Report the allocation results.

Channel assignment and Power update.

Fig. 1. Simulation Setup

of subcarrier is K = 32 and each subcarrier is assumed to
have unit bandwidth. Each cell’s radius is 200m. The dis-
tance between base stations over the cell radius is 3. The
maximal power is Pmax = 0.5Watts. Γ = 1. Each user has
the same thermal noise level -80dBm. The propagation loss
factor is 3.5. The maximal doppler frequency shift is 100Hz
and four-path frequency selective Rayleigh fading channels
are simulated, which has an exponential power profile with
100ns root-mean-square (RMS) delay spread.

In Fig. 2, we show the average power per user vs. spectral
radius. We show the result of algorithm A and improvement
algorithm for algorithm A. We can find that even though
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the rate and power allocations are quite different, for the
same spectral radius constraint, the average powers of two
schemes are almost the same. This means that it is reason-
able to replace the power constraint by the spectral radius
constraint in the problem formulation in (5). The powers in-
crease fast when the spectral radius approaches 1. We select
ρ = 0.95 in our simulations such that the power constraint
is limited to less than 0.5Watts.

In Fig. 3, we show the overall system capacity vs. the
minimal rate requirement R0 for each user for algorithm
A, algorithm B, improved algorithm A, and improved al-
gorithm B. We can see that the overall capacity is reduce
when R0 is increasing for all algorithms. This is because
the system is more fair and has to give more resources to
the users with bad channels. Algorithm B has slightly bet-
ter performance than algorithm A when R0 is large. This
is because each subcarrier is optimally occupied by users.
Algorithm A has a little bit better performance than algo-
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rithm B when R0 is small. This is because when algorithm
B satisfies most of users’ minimal rate, the last few users
will waste the resources because there are no other users
that can share the subcarrier, while a large number of users
get the minimal rate at the same time by the equal SINR
algorithm A. The improvement algorithm can improve the
performance of both algorithm A and algorithm B, while
the improvement for algorithm A is much larger than that
for algorithm B. This is because each carrier is occupied by
much more users for algorithm A than for algorithm B. Con-
sequently, the improvement algorithm can have much more
room to reduce spectral radius and increase the overall ca-
pacity iteratively.

In Fig. 4, we show the outage percentage (the ratio of the
number of users that cannot be satisfied with the minimal
rate over the total number of users) vs. R0. We can see
that the outage percentage increases when R0 is increasing.
Algorithm B has much lower outage rate than algorithm A.
This is because algorithm B can pack more rate for each
subcarrier. Improvement algorithm can reduce the outage
rate when R0 is large. But when R0 is not large enough,
the improvement algorithm has higher outage rate. Under
this condition, we will switch back to the original solution
of the initialization algorithms.

VI. Conclusions

In this paper, we study how to increase the capacity for
multi-cell OFDMA systems where each cell has multiple
users. The difficulties are the channel assignment within
each cell and power control among cells. The goal is to de-
velop a less complex scheme to optimize the system capacity
under the constraint of minimal rate and power constraints
for each user by adaptive channel assignment and power al-
locations. We develop two algorithms for initial resource
allocation and one iterative algorithm to improve the per-
formance. From the simulation results, the proposed algo-
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rithms can provide a good performance benchmark for this
complicated resource allocation problem.
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