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ABSTRACT 
We present a low-power design methodology based on the 

multirate approach for DSP systems. Since the data rate in 
the resulting multirate implementation is M-times slower 
(where M is a positive integer) than the original data rate 
while maintaining the same throughput rate, we can ap- 
ply this feature to either the low-power implementation, or 
the speed-up of the DSP systems. This design methodol- 
ogy provides VLSI designers a systematic way to design 
low-power DSP systems at the algorithmic/architectnral 
level. The proposed low-power multirate design scheme is 
verified by the implementation of two FIR VLSI chips with 
different architectures: One is the normal pipelined design 
and the other is the multirate design with downsampling 
rate equal to two. The experimental results show that the 
multirate FIR chip consumes only 21% power of the normal 
FIR chip given the same data throughput rate. 

1. INTRODUCTION 
Due to the limited power-supply capability of current bat- 
tery technology, the state-of-the-art personal communica- 
tion services (PCS) devices call for low-power VLSI design 
at  all aspects (algorithmic, architectural, circuit, logic, and 
device levels) to minimize the total power consumption, 
while maintaining the system performance such as data 
throughput rate [l]. In this paper, we present a system- 
atic approach for the low-power design of a general linear 
time-invariant (LTI) FIR/IIR system based on the multi- 
rate approach. In general, the direct implementation of the 
system transfer function H ( z )  (see Fig. l(a))  has the con- 
straint that the speed of the processing elements must be 
as fast as the input data rate. As a result, it cannot com- 
pensate the speed penalty under low supply voltage [I]. On 
the other hand, the multirate system in Fig. l(b) requires 
only low-speed processing elements at  one-third of the origi- 
nal clock rate to maintain the same throughput. Therefore, 
the processing elements can be operated at a lower sup- 
ply voltage to reduce the power dissipation and the data 
throughput rate is not degraded by the lowered voltage. As 
a result, the multirate implementation provides a direct and 
efficient way to compensate the speed penalty in low-power 
designs at  the algorithmic/architectural level [2]. Based on 
this design concept, we present a design methodology for 
the design of low-power DSP systems. The users can simply 
follow the design steps to convert a speed-demanding sys- 
tem function into an equivalent multirate transfer function. 
Since the data processing rate in the multirate implemen- 
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Figure 1. (a) An LTI FIR/IIR system. (b) Its equivalent 
multirate implementation, where fs is the data  sampling 
rate. 

tation is M-times slower than the input data  rate, we can 
apply this feature to either the low-power implementation 
of the FIR/IIR system, or to the processing speed-up of the 
system. 

We also verify the effectiveness of the proposed multi- 
rate low-power design by the implementation of two FIR 
VLSI chips with different architectures. One is the nor- 
mal pipelined design and the other is the multirate design 
with downsampling rate equal to two. We implement both 
chips using the same CAD synthesis tool and the same VLSI 
technology. The only difference lies in the architectural de- 
sign. Therefore, the effectiveness of the algorithm-based 
low-power design can be observed. The selected FIR sys- 
tem is a Quadrature Mirror Filter (QMF) which is widely 
used in the applications of image compression and subband 
coding [3]. The simulation results show that by trading 50% 
more silicon area, we can save up to 71% of the total power 
consumption without sacrificing the data throughput rate. 
This observation is later verified by the testing of the two 
FIR chips. 

2. MULTIRATE DESIGN METHODOLOGY 
In what follows, we present the design methodology to de- 
rive the multirate LTI system of Fig. l. Without loss of 
generality, we assume that M = 3 in our derivation. The 
design procedure can be easily extended for an arbitrary 
M .  

The Design Procedure 
Given an LTI FIR/IIR system H ( z )  with order N and dec- 
imation factor M, the design procedure is as follows (see 
Fig. 2). 

Step(a) :  Insert M - 1 unit delays after the transfer func- 

S tep(b) :  Replace the delay element with its equivalent 
tion H ( z ) .  

“delay chain perfect reconstruction system.” 
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Figure 2. Design procedure for the multirate LTI system. 

Step(c): Move H ( z )  to the right till reaching the decima- 
tion operators. 

Step(d): Merge the delay elements with the transfer func- 
tions. Group the resulting new transfer functions 
( H ( z ) ,  f - ' H ( z ) ,  and z - 'H(z ) )  with their associated 
decimation operators. 

Step(e): Replace each decimation circuit in the circle 
shown in Fig. 2(d) with its polyphase implementa- 
tion [4]. Then we have Fig. 2(e), where E, ( z ) ,  i = 
0 ,1 , .  . . , M - 1, are the Type Ipolyphase componentsof 

Step(f): Note that the data inputs a t  points designated 
by a are the same, and so are those at  points b and c. 
After merging the common data paths in Fig. 2(e), we 
obtain Fig. 2(f) in which 

W z ) .  

Eo(z)  El (2)  Ez(2) 
z- lE2(z)  
z-'E1(z) z - 'Ez ( z )  EO(%) 

Eo(.z)  4 ( z )  ] . (1) 

The general form of E(%) with an arbitrary decimation fac- 
tor M can be shown to be 

Eo(z)  El(Z)  ... - 
Z ' E M - l ( Z )  EO(%) * "  

. .  . .  . .  
z - ' E l ( z )  z - l E z ( z )  ... I (2) 

E(z) = 

which is also known as the pseudocirculant matrix in the 
context of alias-free QMF filter banks [4]. 

fs I3 ----I- fs 
(1) 

Figure 2. (cont.) 

The design procedure described in Fig. 2 provide a sys- 
tematic way to design a low-power FIR/IIR system. In the 
implementation of the FIR system, each E,(z )  in Fig. 2(f) 
represents a subfilter of order N / M ,  it can be shown that 
the total hardware complexity to realize the multirate FIR 
system is M N  multipliers and ( M N  + M 2 )  adders. Ba- 
sically, we pay a linear increase of hardware overhead in 
exchange for the advantage of an M-times slower process- 
ing speed. 

In the multirate IIR system design, we first find out the 
polyphase components E:(z)'s, i = 0,1 , .  . . , M - 1, of the 
given IIR function H'(z) .  After replacing each E,@) in 
Fig. 2 with its corresponding E:(z ) ,  for i = 0,1,. . . , M - 1, 
we can apply the aforementioned design methodology to 
convert H ' ( z )  into its equivalent multirate transfer func- 
tion. Note that the complexity of each E:(") can be as high 
as that of the original transfer function H (2). Hence, we 
may pay up to O ( M 2 )  hardware overhead for the imple- 
mentation of the multirate IIR filter. 

2.1. Diagonalization of Pseudocirculant Matrix 
Although the multirate implementation of Fig. 2(f) can be 
readily applied to low-power design, the global communi- 
cation of this structure is not desirable in the VLSI imple- 
mentation. Therefore, we want to diagonalize the pseudo- 
circulant matrix of Eq. (2) so as to eliminate global com- 
munication in the multirate implementation. 

There are two ways to diagonalize E(z) of Eq. (2). One 
is to use the DFT approach [5]. The DFT approach re- 
quires complex-number operations for the filtering opera- 
tions. In addition, it still has global communications in 
the DFT/IDFT networks. The second diagonalization ap- 
proach is based on polynomial convolution techniques [6].  
As an example, for the case of M = 2, Ea. (2) can be 
rewritten as 

(3) 
The corresponding structure is depicted in Fig. 3. This 
diagonalization approach involves only real-number opera- 
tions to process the decimated sequences. However, as M 
increases, the derivation becomes complicated and the re- 
sulting architecture is highly irregular (as opposed to the 
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Figure 3.  Multirate FIR/IIR architecture with M = 2. 
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DFT approach) [6]. In the verification part, we will use the 
multirate FIR structure in Fig. 3 for our low-power FIR 
chip design. 

2.2. Power Estimation for The Multirate FIR Ar- 
chitecture 

Before we proceed to the chip design, we consider the power 
dissipation of the multirate design. For the normal FIR ar- 
chitecture, it requires N multipliers and N adders. For the 
low-power multirate FIR architecture depicted in Fig. 3, 
3N/2 multipliers and 3N/2 adders are required. Since all 
operators are running at a 2-times slower clock rate, Vid can 
be as low as 3.1V [2]. Provided that the capacitance due 
to the multipliers is dominant in the circuit and is roughly 
proportional to the number of multipliers and adders, the 
power consumption of the multirate FIR design can be es- 
timated as 

(4) 

where PO denotes the power consumption of %he original 
system. Although the multirate architecture requires about 
50% hardware overhead, it consumes only 29% power of 
the original pipelined design. Basically, we trade hardware 
complexity for low-power consumption. 

Another attractive application of the multirate design is 
in the very high-speed filtering. If we do not lower down 
the supply voltage to save chip power consumption, the 
multirate FIR structure of Fig. 3 can process data at a 
rate which is twice as fast as the maximum speed of the 
processing elements. We will also verify this in the neTt 
section. 

3. VERIFICATION OF THE MULTIRATE 

We now verify the power saving of the multirate low-power 
FIR structure. The selected FIR design is a Quadrature 
Mirror Filter (QMF) which is widely used in the image com- 
pression and subband coding [3]. 

3.1. Selection of System Parameters 
First, we consider the design and implementation issues of 
the QMF. The implementation of the QMF filter requires a 
large number of multipliers. In order to save the chip area, 
we choose the QMF design with power-of-two (POT) co- 
efficients [7] for our chip implementation. For the purpose 
of further lowerin the hardware complexity, we modify the 
QMF design of 4 by truncating some boundary tap coef- 
ficients and by d ropping some relatively small components 
in each coefficient. Shown below are the QMF coefficients 
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Figure 5 .  (a) Final layout of the normal FIR filter (dimen- 
sion = 4400 x 6600X2). (b) Final layout of the multirate FIR 
filter (dimension = 6500 x 6600X2). 

to 3.1V. This is consistent with the results presented in [l]. 
Since the delay in the critical path generally determines the 
maximum clock rate of the chip, we can predict that the 
performance of the filtering operations will be degraded by 
50% under the 3.1V supply voltage. Nevertheless, the data 
throughput rate of the multirate FIR will not be affected by 
such a speed penalty since the slowed-down devices are in 
the fd/2 region (see Fig. 3). The 1/0 data rate will remain 
at fs which is the same as the normal FIR design operated 
at 5V. 

3.3. Testing Results 
These two chip designs have been fabricated by MOSIS us- 
ing 2p double metal CMOS technology. The chips were 
tested under the same test environments: the same input 
data sequence and the same test equipment (HP 82000 IC 
evaluation system). 

The measurement of the power dissipation and maximum 

Normal 
FIR 
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Figure 6. Timing analysis for one pipelined stage in the 
FIR design. 

Max 
speed Voltage Current 

(VI (mA)  (MHZ)  

98.5 20.0 5’0 

5.0 141.8 31.3 
106.4 1 /1 ilg I 76.9 I :::: 42.4 21.7 

3.2 32.6 20.0 

492.5 

478.8 
307.6 
148.4 
104.3 

Table 2. Testing results of the normal and multirate FIR 
chips. 

speed of both chips are listed in Table 2. As we can see, 
a t  the same 20 MHz data rate, the multirate FIR chip can 
operate at a lower supply voltage of 3.2V and consumes 
only 21% power of the normal FIR chip. These results 
agree with our arguments for the supply voltage and power 
consumption of the low-power design. Under the normal 
5V supply voltage, the multirate FIR chip can operate at 
31.3 MHz, which is 56% faster than the normal FIR chip. 
This speed is slower than our theoretical estimation. The 
main reason is that the maximum operating frequency of 
the 2 p technology by MOSIS is only 35 MHz. Hence, the 
maximum speed of the multirate FIR chip cannot reach 40 
MHz. However, it is very close to the speed limit of the 2 
p technology. 

4. CONCLUSIONS 
In this paper, we presented an algorithm-based low-power 
design methodology for LTI systems using the multirate 
approach. To verify the effectiveness of the multirate archi- 
tecture in the application of low-power design, we have also 
implemented two FIR filters (normal and multirate designs) 
onto VLSI chips so as to compare the real power savings. 
The proposed methodology not only provides a systematic 
way to derive low-power LTI systems at architectural level, 
it also can be applied to very high-speed filtering, in which 
only low-speed/inexpensive operators are required. 
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