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Abstract—In secure group-oriented applications, key manage-
ment schemes are employed to distribute and update keys such
that unauthorized parties cannot access group communications.
Key management, however, can disclose information about the
dynamics of group membership, such as the group size and the
number of joining and departing users. This is a threat to applica-
tions with confidential group membership information. This paper
investigates techniques that can stealthily acquire group dynamic
information from key management. We show that insiders and
outsiders can successfully obtain group membership information
by exploiting key establishment and key updating procedures
in many popular key management schemes. Particularly, we
develop three attack methods targeting tree-based centralized
key management schemes. Further, we propose a defense tech-
nique utilizing batch rekeying and phantom users, and derive
performance criteria that describe security level of the proposed
scheme using mutual information. The proposed defense scheme
is evaluated based on the data from MBone multicast sessions. We
also provide a brief analysis on the disclosure of group dynamic
information in contributory key management schemes.

Index Terms—Communication system security, privacy.

I. INTRODUCTION

THE ubiquity of communication networks is facilitating
applications that allow communication and collaboration

among a large number of diverse users. Group key manage-
ment, which is concerned with generating and updating secret
keys, is one of the fundamental technologies to secure such
group communications [1]–[4]. Key management facilitates
access control and data confidentiality by ensuring that the
keys used to encrypt group communication are shared only
among legitimate group members. Thus, only legitimate group
members can access group communications. The shared group
key can also be used for authentication. When a message is
encrypted using the group key, the message must be from a
legitimate group member.

There are three types of group key management schemes [2].
In centralized key management, such as [3], [5]–[12], group
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members trust a centralized server, referred to as the key distri-
bution center (KDC), which generates and distributes encryp-
tion keys. In decentralized schemes, such as [13] and [14], the
task of KDC is divided among subgroup managers. In contribu-
tory key management schemes, such as [15]–[23], group mem-
bers are trusted equally and all participate in key establishment.

The design of current key management schemes focuses on
maintaining key secrecy and reducing overhead associated with
key updating [1], [3], [18]. We observe, however, that key man-
agement can disclose information about dynamic group mem-
bership to both insiders and outsiders. In other words, while
the content of group communication is protected by encryp-
tion using the secret keys, group dynamic information is dis-
closed through key management. We collectively refer to group
dynamic information (GDI) as information describing the dy-
namic group membership, including the number of users in a
multicast group as a function of time, and the number of joining
or departing users in a time interval.

In many secure group applications, group dynamic informa-
tion should be kept confidential. Key management is a tech-
nology that enables key updating in real time as group mem-
bership changes. Future commercial multicast services, which
could occur in nontraditional broadcast media, such as Internet
and 3G/4G wireless networks, will allow a user to subscribe to
an arbitrary set of programs and change his or her subscription
at any time [10], [24]. The users can choose to pay for exactly
what they get, instead of a fixed monthly fee. This new type of
services give the most flexibility to users, as well as opportuni-
ties to new business models. Over the nontraditional broadcast
media, the global media giants as well as small multimedia pro-
ducers can be the service providers. The service providers per-
form group management and have the knowledge of GDI (i.e.,
audience statistics). However, it is highly undesirable to disclose
instant and detailed GDI to competitors. Assume a competitor
can monitor the audience statistics of the service provider X.
Then, the competitor may broadcast its programs at different
time slots and see how it affects its own and X’s audience sta-
tistics. As a consequence, the competitor can develop the best
program schedule to compete with X. This example also shows
that GDI should also be concealed from insiders. A regular user,
who receives the multicast content, should not know the overall
audience statistics. Otherwise, the competitor can send one of its
employees to register as X’s member for a small cost, and collect
valuable audience statistics from X. In addition, there are mul-
ticast communication scenarios where GDI represents sensitive
deployment information about the network. For example, in a
sensor network, the base station sends many broadcast messages
to sensors. The base station and sensors form a secure multicast
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group. If some sensors are compromised, the group key should
be updated such that the compromised sensors cannot decrypt
future multicast messages from the BS. One possible way to
update group keys is to use group key management schemes.
In such an application scenario, GDI represents the number of
sensors deployed in an area, and the number of revoked sensors.
In this example, if GDI is not protected, attackers can obtain
sensor deployment information by exploiting the key manage-
ment scheme. From the above two examples, we can see that
obtaining GDI through key management is a new dimension of
vulnerability.

In this paper, we will analyze GDI leakage problem and pro-
pose a framework to protect GDI from insiders and outsiders.
In particular, we develop three effective strategies to obtain
GDI from the tree-based centralized key management schemes
[1], [3], [5]–[8], [10]. These strategies involve exploiting the
format of rekeying messages, the size of rekeying messages,
and key IDs. To protect GDI, we develop a defense method that
is fully compatible with existing key management schemes.
By utilizing batch rekeying [25], [26] and phantom users, the
proposed method aims to minimize the mutual information
between the rekeying process observed by the attackers and the
true group dynamics. Various aspects of the proposed defense
scheme, such as overhead and GDI secrecy, are evaluated based
on the data obtained from MBone [27] sessions. In addition, we
provide a brief discussion on GDI protection in the contributory
key management schemes.

The rest of this paper is organized as follows. The attack
and defense methods for the centralized schemes are presented
in Sections II and III, respectively. In Section IV, the perfor-
mance criteria of the proposed method are derived and the op-
timization problem is formulated. Simulation results are shown
in Section V. The GDI issues in contributory key management
schemes is presented in Section VI, followed by a discussion in
Section VII. The conclusion is drawn in Section VIII.

II. GDI DISCLOSURE IN CENTRALIZED

KEY MANAGEMENT SCHEMES

In the centralized key management schemes, there exists a
key server that generates and distributes the decryption keys [1].
In this section, we investigate the methods that can acquire GDI
stealthily from the centralized key management.

In this work, the group dynamic information (GDI) particu-
larly refers to a set of functions as:

• : the number of users in the multicast group at time ;
• : the number of users who join the service between

time and ;
• : the number of users who leave the service be-

tween time and .
The GDI should be kept confidential in many group-oriented
applications, yet to acquire GDI from key management can be
simple and stealthy. Instead of trying to break encryption or
compromise the key distribution center, the adversaries can sub-
scribe to the service as regular users. In this case, they are re-
ferred to as insiders. As we will show later in this section, in-
siders can obtain very accurate estimation of GDI by monitoring
the rekeying messages, which are the messages conveying new

Fig. 1. Typical key management tree.

key updating information. Even if the adversaries cannot be-
come valid group members, they can still obtain GDI as the out-
siders as long as they can observe the rekeying traffic around a
single group member.

In this section, we consider a popular tree-based centralized
key management scheme proposed in [7], present three methods
to obtain GDI, and discuss the vulnerability of other prevalent
centralized key management schemes.

A. Tree-Based Centralized Key Management Schemes

Similar to other tree-based schemes [1], [3], [5], [8], [10],
the centralized Versakey scheme in [7] employs a key tree to
maintain the keying material. As illustrated in Fig. 1, each node
of the key tree is associated with a key. The root of the key
tree is associated with the session key (SK), , which is used
to encrypt the multicast content. Each leaf node is associated
with a user’s private key , which is only known by this user
and the KDC. The intermediate nodes are associated with key-
encryption keys (KEK), which are auxiliary keys and used only
for the purpose of protecting the session key and other KEKs.
To make a concise presentation, we do not distinguish the node
and the key associated with this node in the remainder of this
paper.

Each user stores his or her private key, the session key, and a
set of KEKs on the path from himself or herself to the root of
the key tree. In the example shown in Fig. 1, user 16 possesses

. The notation represents the old
version of key , represents the new version of key , and

represents the key encrypted with key .
When a user leaves the service, all keys known to this user

need to be updated in order to prevent him or her from accessing
future communications. This is often referred to as forward se-
crecy [3]. According to [7], when user 16 leaves, the KDC gen-
erates new keys and conveys new keys to the remaining users
through a set of rekeying messages.

• : user 15 acquires .
• , : user 13,14,15 acquire .
• , : user acquire .
• , : user acquire .

This key updating procedure guarantees that all remaining users
obtain the new session key and KEKs, while user 16 is unable
to acquire the new keys. Since the rekeying messages are usu-
ally sent together in one datagram through multicast [5], every
user receives all rekeying messages. The session key, the KEKs,
and the users’ private keys usually have the same length. The
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communication overhead associated with key updating can be
described by the rekeying-message-size, defined as the amount
of rekeying messages measured in the unit as the same size as
the SK or the KEKs. In this example, the rekeying message size
is 7 when user 16 leaves the service. It has been shown that the
rekeying message size increases logarithmically with the group
size [7].

When a user joins the group, the KDC chooses a leaf posi-
tion on the key tree to put the joining user. In [7], each key is
associated with a revision number. The KDC updates the keys
along the path from the new leaf to the root by generating the
new keys from the old keys using a one-way function and in-
creasing the revision numbers of the new keys. The joining user
obtains the new keys through a unicast channel. Other users in
the group will know about the key change when the data packet
indicating the increase of the revision number for first ar-
rives, and compute the new keys using the one-way function.
No additional rekeying messages are necessary.

Although having different rekeying procedures, most tree-
based centralized key management schemes [1], [3], [5], [7], [8],
[10] share several common properties. First, group members can
distinguish the key updating process due to user join and that
due to user departure. Second, the rekeying-message-size may
be related to the group size. Third, the IDs of the keys stay the
same even if the key content changes. Because of these proper-
ties, we develop several methods that can obtain GDI stealthily
from key management. Those methods are presented based on
the tree-based key management scheme in [7].

B. Attack 1 : Estimation of and From
Rekeying-Message Format

An insider receives rekeying messages, decrypts some of
the messages, and observes the rekeying message size without
having to understand the content of all messages. Since the key
updating process for user join and the process for user departure
is different, he or she can estimate and as
follows.

• When receiving the rekeying message containing en-
crypted by one of his or her KEKs, he or she assumes that
one user leaves the group.

• When observing the increase of the revision number of ,
he or she assumes that one user joins the group.

This strategy is effective when most users do not join/leave si-
multaneously and the keys are updated immediately after each
user joining/departing event. When this method is successful,

can be calculated from and as

(1)

Even if the initial group size is unknown, the changing trend of
the group size is obtained.

C. Attack 2 : Estimation of the Group Size From the Rekeying
Message Size

In some tree-based key management schemes [28], the key
tree is fully loaded and maintained as balanced as possible by
putting the joining users on the shortest branches. In this case,
the group size can be estimated directly from the rekeying

message size. Here, we derive a maximum-likelihood (ML) es-
timator and then demonstrate the effectiveness of this estimator
through simulations.

We assume that does not change much within a
short period of time. In this time period, there are de-
parting users who do not leave simultaneously. Thus,
observations of the rekeying message size due to single
user departure are made. These observations are denoted by

.
In the worst-case scenario, the insiders and outsiders know

the degree of the key tree, denoted by . Then, they can calcu-
late the length of the branch where the th leaving user was lo-
cated before his or her departure, denoted by . Without losing
information, the observed is converted to

, where . Then, the ML
estimator is formulated as

(2)

where represents the value that maximizes the
function . To solve (2), we introduce a set of new vari-
ables , where is the number of
users who are on the branches with length , is the length
of the longest branches, and is the length of the shortest
branches. It is obvious that

(3)

In addition, the length of the branches of a key tree must satisfy
the Kraft inequality [29] (i.e., ), where

is the length of the branch on which the user stays and
. Thus, , which is equal to the number of

elements in set , must satisfy

(4)

It can be verified that the equality is achieved when all interme-
diate nodes on the key tree have children nodes. When the key
tree is balanced and fully loaded, it is reasonable to approximate
(4) by

(5)

We assume that the leaving users are uniformly distributed on
the key tree, and the number of users in the system is much larger
than the number of leaving users (i.e., ). Then, the
probability mass function (pmf) of is

We assume that are i.i.d. random variables.
Thus, the probability in (2) is calculated as

(6)
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Fig. 2. Performance of the ML estimator. (a)–(c) are for simulated multicast
sessions and (d) is for an Mbone session.

where denotes the number of elements in set
and obviously . Then, the values of and
that maximize (6) under the constraint (3) and (5) are obtained
using the Lagrange multiplier as

(7)

(8)

This ML estimator is first applied in simulated group communi-
cations. As suggested in [30] and [31], the user arrival process
is modeled as a poisson process, and the service duration is
modeled as an exponential random variable. In Fig. 2(a)–(c), the
estimated group size is obtained by using the estimator in (8),
and compared with the true values of . These three plots
are for different simulation settings. The entire service period
is divided into four sessions. The model parameters (i.e., the
user arrival rate and the average service time) are fixed within
each session and vary in different sessions. In the th session,
described by interval , the user arrival rate is and the
average service time is . In all three cases,
is chosen to be [0, 200, 1600, 3200, 5000] minutes, and the
initial group size is 0. The parameter ’s and ’s as follows.
In plot (a),
and . In
plot (b),
and . In
plot (c), and

. Fig. 2(d) demon-
strates the performance of the ML estimator, when it was
applied to a real MBone audio session, CBC Newsworld online
test, began October 29. 1996, and lasted for about five days
[27].

In all four cases, the changing trend of the group size is well
captured by the estimator. It is also observed that the estimated
group size tends to be larger than the true . This is due to the

approximation that we replace (5) by (4). Although not perfect,
this estimator is effective for analyzing audience behavior and
the group size changes.

D. Attack 3: Estimation of Group Size Based on Key IDs

As presented in [7], each key contains the secret material that
is the content of the key and a key selector that is used to distin-
guish the key. The key selector consists of: 1) a unique ID that
stays the same even if the key content changes and 2) a version
and revision field, reflecting the update of the key. The basic
format of the rekeying messages is , representing
encrypted by . This message has two parts. The first part is
the key selector of , which is not encrypted because other-
wise, a user will not be able to understand this message. The
second part is and the key selector of , encrypted by .
Thus, in the current implementation, everyone who can over-
hear the rekeying messages can see the IDs of .

One can collect the histogram of these key IDs. Let
denote the probability of ’s ID appears, calculated as the
number of rekeying messages containing this ID (as an encryp-
tion key ID) divided by the total amount of rekeying messages.
Define as the set of users under the node associated with

, and as the number of users in . Let denote
the parent node of .

Based on the rekey procedure in [7], we observe that
is equal to the probability that one or more than one users leaves
the subgroup given that there are users leaving the multi-
cast group. In addition, it is reasonable to assume that
is proportional to . This assumption is valid when users
are equally likely to leave and the probability of a user leaving
in one round of key updating is small.

Our observation and assumption enable the key ID-based at-
tack. We explain the basic idea of this attack using the example
shown in Fig. 3, where the attacker is marked by a triangle.

Step 1) The attacker knows that the keys on the branch from
himself or herself to the root are .
Among these keys, he or she also knows who is whose children
node because the parent node keys are always encrypted by the
children node keys. The attacker collects , ,
and by observing a sufficient number of rekeying
messages.

Step 2) When there are users leaving , KDC needs to
update key by sending rekeying message and

, according to the rekeying procedure described in
Section II-A. Thus, whenever there are users leaving ,
the IDs of and will appear. Therefore,

. Similarly, we
have
and .
Since and , it is easy to see that

(9)

In addition, as described earlier, it is reasonable to assume that

there are users leaving
there are users leaving

(10)
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Fig. 3. Key ID-based attack method.

Similarly, the attacker can obtain , and
.

Step 3) The attacker estimates based on the
degree of the key tree. Then, he or she can obtain ,

, and , using the results generated in the
previous step. The group size is finally estimated as

.

The accuracy of this attack depends on the estimation error of
. In this example, can be estimated as either 3

or 4. This results in 25% estimation error in the total group size.
The accuracy also depends on the assumption that group mem-
bers are equally likely to leave and they leave independently.
Although it is not a very accurate method, a key ID-based at-
tack can reveal a large amount of GDI information.

More important, (9) and (10) do not rely on specific tree struc-
tures. When the key tree is not balanced and/or not fully loaded,
those equations are still valid. To see this, we examine an ex-
ample of an unbalanced key tree, where there are users under

and users under . When the departuring users are
randomly located on the key tree

there are users leaving

there are users leaving

Therefore, the ID of key should appears 4 times more fre-
quently than the ID of key . Using the procedure in step 2,
the attacker can know that the number of users under are
approximately 4 times more than the users under by exam-
ining the key IDs. We can see that Attack 3 can be applied to
unbalanced or non-fully loaded key trees. This is the major ad-
vantage of Attack 3. Recall that Attack 2 is suitable for balanced
and fully loaded key trees.

E. Discussion on Three Attacks

An insider can jointly use all three types of attacks, and an
outsider can use AII and AIII under certain conditions. An out-
sider can apply AII when he or she is able to observe the size
of rekeying messages. It has been shown that the rekeying mes-
sages must be delivered reliably and in a timely manner in order
to guarantee the quality of service [32]. Therefore, it is very
likely that rekeying messages are treated differently from the
regular data in terms of error control, or even transmitted in a re-

TABLE I
COMPARISON AMONG ATTACK METHODS. (* WHEN THE

INITIAL GROUP SIZE IS KNOWN)

liable multicast channel that is separated from the channel used
for data transmission. This provides an opportunity for the out-
siders to differentiate the rekeying messages and the multicast
content. As long as an outsider can observe the rekeying traffic
sent to one group member, he or she can obtain the rekeying
message size and use method AII to estimate the group size. It
is noted that error control coding may change the size of the
rekeying messages. We assume that the coding rate is not a se-
cret. Thus, the attackers can recover the original rekeying mes-
sage size without coding. In current key management schemes,
the key selector of the encryption key is not encrypted. Thus, an
outsider can collect the histogram of key IDs. One straightfor-
ward improvement is to use the session key to encrypt the key
selector, which will prevent outsiders from using AIII. This re-
quires additional encryption/decryption operations.

In the derivation of the ML estimator in Attack 2, we assume
that the key tree is fully loaded. This assumption can be violated
in some implementations of key management. For example, the
KDC first estimates the maximum group size to be . Then,
a key tree with leaf nodes is constructed. This key tree
will have many empty leaf nodes that are not associated with
particular users. A joining user will occupy an empty leaf node
after it joins, and a departing user will release a leaf node after
it leaves. Since there is no need to split or merge nodes when
users join or leave, these types of key trees are easy to maintain.
On the other hand, they often require higher overhead to store
and update keys than what is necessary. In practice, the type
of key trees, referred to as non-fully loaded key trees, are used
when is not large or are different between and the
average group size is not large. For non-fully loaded key trees,
Attack 3 should be applied. Although the accuracy of Attack 3
is not as good as other attacks, it still can provide a large amount
of information about GDI. If multiple attackers jointly estimate
GDI, the results will be more accurate.

We would also like to point out the difference between the
proposed method and the non-fully loaded key trees here. As
we will see in later sections, the proposed defense solution also
leaves some ”phantom” leaf nodes on the key tree. However, the
proposed solution is more sophisticated because these phantom
leaf nodes are not just empty nodes but have dynamic joining/
departing behaviors. Simply leaving empty nodes on the key
tree cannot hide GDI because the Attack 3 works for non-fully
loaded key trees.

As a summary, the properties of three attacks are listed in
Table I.

F. GDI Vulnerability in Other Key Management Schemes

While Attack 3 is only suitable for tree-based schemes, At-
tack 1 and 2 can be tailored to many other key management
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schemes. When the insiders can differentiate the rekeying mes-
sages for user join and those for user departure, they use an at-
tack similar to AI, referred to as the AI type method. When the
amount of rekeying messages largely depends on the group size,
they can use an attack similar to AII, referred to as the AII type
method, with an estimator that may be different from (8). Next,
we review popular centralized and decentralized key manage-
ment schemes and discuss their vulnerabilities against AI and
AII-type methods.

Since protecting GDI is not a part of the design goal in tradi-
tional key management schemes, it is not surprising that some
schemes reveal GDI in a very straightforward way. For example,
in the approach proposed in [12], a security lock is implemented
based on the Chinese remainder theorem and the length of the
lock is proportional to the number of users. Thus, is ob-
tained by measure the length of the lock, which is the simplest
AII-type method.

Tree-based key management schemes have been known for
their efficiency in terms of communication, computation, and
storage overhead. Many tree-based schemes, such as [3], [5],
and [8] are similar to those described in Section II-A. In these
cases, both the AI and AII methods can be applied. In [9]–[11],
another class of tree-based schemes was presented to further
reduce the communication overhead by introducing the depen-
dency among keys, such as in one-way function trees. In these
schemes, the key updating procedures for user join and depar-
ture are similar. Thus, AI-type methods are not applicable. Since
the size of rekeying messages is closely related with the group
size, AII-type methods are suitable.

Besides the tree-based scheme described in Section II-A, the
VersaKey framework [7] also includes a centralized flat scheme.
When a user joins or leaves the group, the rekeying message size
is equal to the length of the binary representation of user IDs,
which can be independent of . Thus, this key management
scheme is resistant to both the AI- and AII-type methods. This
scheme, however, is vulnerable to collusion attacks. That is, the
KDC cannot update keys without leaking new key information
to the leaving user, who has a collusion partner in the group.
Although the GDI is protected, this scheme does not protect the
multicast content when collusion attacks are likely.

In Iolus [13], a large group is decomposed into a number of
subgroups, and the trusted local security agents perform admis-
sion control and key updating for the subgroups. This architec-
ture reduces the number of users affected by key updating re-
sulting from membership changes. Since the key updating is lo-
calized within each subgroup, the insiders or outsiders can only
obtain the dynamic membership information of the subgroups
that they belong to or can monitor.

The idea of clustering was introduced in [14] to achieve the
efficiency by localizing key updating. The group members are
organized into a hierarchical clustering structure. The cluster
leaders are selected from group members and perform partial
key management. Since the cluster leaders establish keys for
the cluster members through pair-wise key exchange [14], the
cluster members cannot obtain GDI of their clusters. However,
the cluster leaders naturally obtain the dynamic membership in-
formation of their clusters and all clusters below. In [14], the
cluster size is chosen from 3 to 15. Therefore, this key manage-

TABLE II
VULNERABILITY OF PREVALENT KEY MANAGEMENT SCHEMES

ment scheme can be applied only when a large portion of group
members is trusted to perform key management and obtain GDI.

In [33], a topology-matching key management (TMKM)
scheme was presented to reduce the communication overhead
by matching the key tree with the network topology and lo-
calizing the transmission of the rekeying messages. In this
scheme, group members receive only the rekeying messages
that are useful for themselves and their neighbors. Thus, they
only obtain the local GDI by using AI- or AII-type methods.

As a summary, Table II lists various key management
schemes we have discussed. We can see that the AII type
methods are effective for obtaining GDI or local GDI from
many key management schemes. Two schemes–flat VersaKey
[7] and the clustering in [14] do not reveal GDI, but their use is
limited because they are either not resistant to collusion attacks
or must put trust in a large number of cluster leaders. Therefore,
the defense techniques that protect GDI should be compatible
with a variety of key management schemes.

III. DEFENSE TECHNIQUES

We have discussed several ways to obtain GDI stealthily from
the centralized and decentralized key management schemes.
This discussion, however, does not cover all aspects of key
management schemes that can reveal group dynamic infor-
mation. New attacks may emerge in the future. Therefore, we
design a defense framework that is robust to various threats and
compatible with different key management schemes.

The rekeying process reveals GDI in two domains. In the time
domain, the insiders/outsiders observe when the rekeying mes-
sages are transmitted. In the message domain, the insiders/out-
siders observe the size and/or the format of the rekeying mes-
sages.

To protect GDI in the time domain, we use batch rekeying
[7], [25], which postpones the updates of the keys in order to re-
move the correlation between the time of key updating and the
time when users join/leave the group. In particular, we imple-
ment batch rekeying as periodic updates of keys. Particularly,
the users who join or leave the group in the time interval

are added to or removed from the key tree together
at time , where is an positive integer and is the key up-
dating period. By doing so, the time-domain observations do not
contain information about when users join/leave the group. It is
important to note that batch rekeying was originally proposed to
reduce the rekeying overhead. It has been shown in [7], [25], and
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Fig. 4. Defense scheme using phantom users and batch rekeying.

[26] that updating keys for several users together consumes less
communication and computation resources than updating keys
for the users one by one. The disadvantage of batch rekeying
is that the joining/departing users will be able to access a small
amount of information before/after their join/departure. Thus,
the parameter must be chosen based on the group policies.
In particular, should be smaller than the maximum accept-
able delay between revoking a user and sending information that
should not be accessed by the revoked user. When using batch
rekeying, the notations of the GDI functions are simplified as

, , and
.

Batch rekeying cannot protect GDI in the message domain.
Fig. 4 shows simulation results for the batch rekeying when

is set to be 5 min. Simulation setup is similar to that in
Section II-C. The solid line in Fig. 4(a)–(d) represents the ,

, , and the rekeying message size, respectively. One
can see that the rekeying message size is closely related to
and reflects the trend of . A large amount of information
about and is in the message domain.

To reduce the amount of GDI in the message domain, we
insert phantom users into the system. These phantom users as
well as their join and departure behaviors are created by the
KDC in such a way that the combined effects of the phantom
users and the real users lead to a new rekeying process, called
the observed rekeying process.

Let denote the total number of the real and phantom
users, and and denote the total number of the
real and phantom users who join/leave the group, respectively.

, , and are referred to as the artificial GDI.
From the key management points of view, the phantom users
are treated just as the real users. They occupy leaf nodes on the
key tree, and they are associated with a set of KEKs that are
updated when they virtually join or leave the group. Thus, the
observed rekeying process only depends on the artificial GDI.

We first consider choosing the artificial GDI as constant func-
tions, that is

(11)

By doing so, the observed rekeying process does not leak the
information about the changing trend of the real GDI. How-
ever, the perfect flat artificial GDI functions in (11) may not be
achievable. Since the real GDI functions are random processes,
it is possible that the predetermined and are not large
enough such that the artificial GDI cannot be maintained as the
straight lines. For example, when , cannot
be because the number of phantom users must be non-nega-
tive. In fact, the artificial GDI functions must satisfy four re-
quirements: (r1) , (r2) , (r3)

, and (r4) .
In this work, we choose the artificial GDI functions as

(12)

(13)

(14)

When , , and , (12)–(14)
are equivalent to (11). The artificial GDI functions in (12)–(14)
obviously satisfy the requirement (r1), (r3), and (r4). Next, we
prove that the requirement (r2) is satisfied.

• When , using the fact that
, , and , one can see that

• When , using the fact that
and , we obtain .

It should be noted that there are many other ways to choose the
artificial GDI functions. Some artificial GDI functions can pro-
tect GDI better than others. Artificial GDI functions can also be
nondeterministic. In this paper, we use the artificial GDI func-
tions in (12)–(14) to demonstrate our defense mechanism. The
search for the best artificial GDI functions will be investigated
in future work.

The proposed defense scheme is compatible with any artifi-
cial GDI functions that satisfy the requirement (r1)-(r4). Given
the artificial GDI functions, the KDC creates phantom users and
performs key management as follows.

1) Determine and based on the system requirements and
the users’ statistical behavior. The criteria for selecting and

will be presented in Section IV.

2) Before the group communication starts, create phantom
users and establish a key tree to accommodate them. Set index

.

3) While the communication is not terminated, execute the
following.

Record user join and departure requests in the time period
, and obtain and . During this time,

the current session key is sent to the joining users such that
they can start receiving the multicast content without delay.

At time , the KDC creates phantom users
joining the service, and then selects phantom
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users in the current system and makes them leave. Following
the key updating procedure presented in any existing key
management schemes, the KDC updates corresponding keys
for real and phantom users’ join and departure. The number of
total real and phantom users are maintained to be .

Set .

Fig. 4(a)–(c) illustrates the real GDI ( , , ) and
the artificial GDI ( , , ) for a simulated multi-
cast service. The simulation results of the communication over-
head (i.e., the rekeying message size) is shown in Fig. 4(d).
Here, the solid line represents the case with batch rekeying but
no phantom users. The dashed line represents the case when
the proposed defense method is applied. It is important to note
that the batch rekeying technique is used for all of the results
shown in Fig. 4. We can see that the observed rekeying process
reveals very limited information about the real GDI when the
proposed defense scheme is used. The rekeying message size re-
sulting from using batch rekeying along is still highly correlated
with the group size. In addition, the communication overhead
increases, which is a disadvantage of utilizing phantom users.

Utilizing phantom users and batch rekeying is not the only
solution to the problem of GDI leakage. There are other
techniques that can protect GDI against one or several attack
methods. For example, to prevent outsiders from launch—the
AII-type attack—the rekeying messages can be embedded into
multicast content [8] or transmitted using onion routing [34].
Using the same rekeying procedure for user join and departure
is also a good way to prevent the AI-type attacks. In addition,
the KDC can generate fake rekeying messages to prevent the
AII-type methods. The fake rekeying message could have a
header indicating it is a rekeying message but the content
is random bits. This is different from the proposed defense
scheme where the key tree reserves slots for the phantom users
and all rekeying messages have meanings. Compared with
other techniques, using phantom users and batch rekeying has
two major advantages. First, the proposed defense scheme is
effective against various attacks. Since the real GDI is con-
cealed before the rekeying messages are generated and even
before key selectors are modified, only the artificial GDI can
be seen from the observed rekeying process unless the KDC is
compromised. Second, the proposed scheme does not rely on
specific rekeying algorithms and is compatible with existing
key management schemes.

It is important to point out that the idea of employing
phantom users is not complicated. The challenge is to de-
termine the amount of phantom users such that the observed
rekeying process reveals the least amount of GDI given the
resource consumption constraint. This issue will be addressed
in the next section.

IV. PERFORMANCE MEASURE AND OPTIMIZATION

In this section, we define two performance criteria and eval-
uate the performance of the proposed defense technique. The
criteria are 1) the amount of information that has leaked to the
insiders and outsiders measured by mutual information and 2)
the communication overhead introduced by the phantom users.

We study the tradeoff between these two metrics and provide
a framework of choosing the proper amount of phantom users,
described by the parameter and in (12)–(14).

A. Leakage of GDI

We use mutual information to measure the leakage of the
GDI, which represents the maximum amount of information that
can possibly be revealed. Let be the total number of rounds
of key updates. The overall service duration is . Then, the
real GDI is described by a set of random variables as

(15)
and the artificial GDI is

(16)

The mutual information describes the reduction in the
uncertainty of the real GDI due to the knowledge of the artificial
GDI [29]. Therefore, the leakage of the GDI can be measured
by

(17)

where and denote the entropy and conditional en-
tropy, respectively.

Equations (12)–(14) indicate that the artificial GDI is a
set of deterministic functions of the real GDI. Thus, the
conditional entropy in (17) is zero (i.e., ).
Since is directly computed from , , and

in (14), the terms can
be removed from the expression of the entropy of (i.e.,

). Then, the
upperbound of is calculated as

(18)

The equality is achieved when
are mutually independent. It is noted that the GDI at time
and the GDI at time can be approximately independent
when is large and the group is highly dynamic. In these cases,
(18) provides a tight upperbound of .

We introduce and to denote the probability
mass function (pmf) of and , respectively. From
(12), one can see that

o.w.

Then

(19)
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where . Similarly, let , ,
and denote the pmf of , , and , respec-
tively. We then have

(20)

and, shown in (21), at the bottom of the page, where
and . Given the pmf of

the real GDI functions, the upperbound of is calculated
from (18)–(21).

Since the observed rekeying process is determined by the arti-
ficial GDI, and the artificial GDI is only related to the real GDI,
the following Markov chain can be formed: real GDI arti-
ficial GDI observed rekeying process. Thus, the mutual in-
formation between the observed process and the real GDI is no
more than the mutual information between the real and artificial
GDI [29]. Therefore, is the upperbound of the amount
of information that can be possibly revealed from the observed
rekeying process.

From (12)–(14), one can see that the artificial GDI reveals the
real GDI when , , or . We de-
fine overflow probability as the probability that the artificial GDI
cannot be straight lines (i.e., ).
Besides the mutual information, overflow probability can be a
complementary measure for the leakage of the GDI. When the
overflow probability is zero, the calculation in (18)–(20) leads
to the result that , which indicates perfect protec-
tion of the real GDI.

B. Communication Overhead

Communication overhead, measured by the rekeying mes-
sage size, is one of the major performance criteria of key
management schemes [1], [3]. We introduce the notation

as the expected value of the rekeying message size
when removing users from the key tree that contains total

users and has degree . We assume that the leaving users
are uniformly distributed on a fully loaded and balanced key
tree. Then, there are KEKs at the th level of the key tree for

and , and the number of the
KEKs at the th level is .

Let be the number of the KEKs need to be updated at
the level when users leave the group. Then, is
expressed as

(22)

The expectation is taken over the statistics of user departure
behavior and the dynamic tree structure.

We introduce the notation , which is equivalent to
the expected number of nonempty boxes when putting items
in boxes with repetition where each box can have, at most,
items. The detailed calculation of is provided in the
Appendix . We can show that

(23)

(24)

Using the fact that (see
Appendix ), we derive the upper ound of the as

(25)

This upperbound indicates that the communication overhead in-
creases linearly with the number of departed users and with the
logarithm of the group size.

Let and be the average communication overhead for
the rekey process based on real GDI and the artificial GDI, re-
spectively. Then, the extra communication overhead introduced
by the proposed defense technique is

(26)

When the overflow probability is small, (26) can be approxi-
mated by

(27)

C. System Optimization

From the system design points of view, parameter and
should be chosen such that the leakage of the GDI is minimized
while the extra communication overhead does not exceed cer-
tain requirements. When the overflow probability is small, the
optimization problem is formulated as

(28)

o.w.

(21)



222 IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY, VOL. 2, NO. 2, JUNE 2007

Fig. 5. GDI of a long audio session in MBone.

subject to

(29)

where is the maximum allowed communication overhead per
key updating. We can show that in (20) is monot-
onous nonincreasing with ; in (19) is monoto-
nous nonincreasing with ; and the communication overhead

in (22) is nondecreasing with and . There-
fore, the optimization problem is simplified as

(30)
where is the largest value of that satisfies (29)
with given and . Fortunately, the number of departed users
between two key updates is usually much less than the group
size. Thus, the search space for parameter is not large and
this optimization problem can be solved by a full search.

V. SIMULATIONS

Mlisten [31], a tool developed at the Georgia Institute of
Technology, can collect the join/leave time for the multicast
group members in MBone [30] sessions. The proposed defense
scheme is applied to the data collected in 1996 [27]. Partic-
ularly, we selected one audio session that started on October
29th and lasted for about 5 days and 20 hours. Fig. 5 shows the
values of , , and of this session, where is
chosen to be 15 min.

It is suggested that the users’ statistical behavior, such as in-
terarrival and membership durations, can be modeled by expo-
nential distribution in a short period of time [30]. In the sim-
ulation, the entire service time is divided into nonoverlapped
sections, as illustrated in Fig. 5. The length of these sessions is
set to be 4 h. To simplify the analysis, it is assumed that ,

, and are stationary and ergodic Poisson processes
in each session. Then, we can calculate the GDI leakage using
(18)–(21).

Fig. 6. Upperbound of the GDI leakages. (L and N are parameters in artifi-
cial GDI functions.)

Fig. 7. Communication overhead M(L ;N ; d). (L and N are parameters
in artificial GDI functions.)

Figs. 6 and 7 demonstrate the upperbound of mutual informa-
tion (see (18)) and the communication overhead
for different values of and , respectively. It is noted that
these two figures use different axes in order to show the prop-
erties of the 3-D curves. We can see that communication over-
head is a nondecreasing function with and , while the GDI
leakage is a nonincreasing function with and . This veri-
fies the statement in Section IV.

Fig. 8 illustrates the solution of the optimization problem.
Fig. 8(a) shows the maximum value of that satisfies the
communication overhead constraint in (29) with fixed (i.e.,

), where is chosen to
be 50 in this example. As discussed in Section IV, the optimal
values of and must be on this curve. Therefore, the up-
perbound of the GDI leakage
is evaluated only at ,
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Fig. 8. Illustration of selecting optimal parameters L and N .

which is shown in Fig. 8(b). The optimal values of and
are also marked in Fig. 8(b).

Fig. 9 shows the tradeoff between the communication over-
head and the GDI leakage. This figure demonstrates the up-
perbound of the mutual information as a function of the com-
munication overhead constraint, where the parameters and

have been optimized. This can help the system designer to
determine the proper values of for the communication con-
straint in (29). When not using the phantom users, the artificial
process is identical to the real process and we have

. In this case, this particular multicast ses-
sion requires an average of 3.6 rekeying messages to be sent in
every 15 min interval ( ) and has . Fig. 9
shows that the proposed defense scheme can reduce
to 5.5 by increasing the communication overhead to 23.2 mes-
sages per 15 min. The communication overhead is signifi-
cantly larger than because a large amount of activities of the
phantom users must be created. However, the absolute value of
the is still small compared with the multicast data volume.
On the other hand, the leakage of the group dynamic informa-
tion is greatly reduced.

It is important to note that this MBone audio session contains
only up to 60 users and represents the scenario where the group
size is small and the group members are not very active. Due
to the lack of the experimental data for large multicast groups,
we investigated a simulated multicast session with a large group
size and active group members. The simulation setup is the same
as that used for Fig. 2(c) in Section II, where the group size is
about 500. When not using the phantom users, the KDC sends
on average 28.16 rekeying messages every 5 min ( ),
while is 249.2. The performance of the proposed defense
methods is shown in Fig. 10. We can see that the GDI leakage
can be reduced to 5 at the expense of increasing the communi-
cation overhead to 93 rekeying messages per 5 min. The relative
communication increase is smaller than that in less active ses-
sions. It is also noted that rekeying messages can be grouped
together into several rekeying packets. when the key size is 128
b and the key selector is 4 B, each rekeying message contributes

Fig. 9. GDI leakage versus communication overhead for a real MBone audio
session, with and without phantom users.

Fig. 10. GDI leakage versus communication overhead for a simulated multicast
session, with and without phantom users.

24 B to the data payload. When the data payload of a packet is
1000 B long, it can accommodate around 40 rekeying messages.
Thus, increasing the rekeying overhead from 28 messages to 93
messages does not significantly increase the number of rekeying
packets.

VI. GDI DISCLOSURE AND PROTECTION IN CONTRIBUTORY

KEY MANAGEMENT SCHEMES

In many application scenarios, it is not preferable to rely on
a centralized key server or some cluster heads that arbitrate the
establishment of the group key. This might occur in applica-
tions where group members do not explicitly trust the key server
or the cluster heads, or there are no servers or group members
who have sufficient resources to maintain, generate, and dis-
tribute keying information. Thus, distributed solutions to the key
management problem have attracted considerable attention [7],
[15]–[23]. In the contributory key management schemes, every
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group participates the process of group key establishment. The
members’ personal keys are not disclosed to any other entities
[18]. Compared with the centralized schemes, the contributory
schemes have the advantage of not putting full trust in a single
entity and, therefore, do not suffer the problem of single-point
failure.

In general, the contributory schemes are suitable for
small–medium group size applications, where group dynamics
are known to group members. In these cases, protecting GDI
is not necessary. On the other hand, it is possible that some
special applications use contributory key management and
require confidential GDI. In this section, we show that there are
many ways to obtain GDI and the cost for protecting GDI in
contributory schemes is very high.

A. Fully and Partially Contributory Key Management Schemes

There are two types of contributory key agreement schemes:
fully contributory and partially contributory. In the fully con-
tributory schemes, all key agreement operations are distributed
to every group member [19]. There is no dedicated group man-
ager, and every participant may perform admission control and
other administrative functions [19]. Thus, group members are
naturally aware of the information about the group membership.
Therefore, the fully contributory schemes rely on the members’
knowledge of dynamic group membership, and are not suitable
for the multicast applications with confidential GDI.

In the partially contributory schemes, one group member
takes a special role and performs some administrative opera-
tions [18]–[22]. This special member is usually referred to as
the group controller. The role of the group controller can be
assigned to a fixed member or be handed over to other mem-
bers when membership changes [19]. The group controller is
different from the KDC in the centralized schemes. The group
controller does not hold the private keys of other members or
generate the complete group key. Instead, it performs admission
control and coordinates the process of the key formation. The
original purpose of introducing a group controller is to achieve
efficient key updating [18]. In the context of protecting GDI,
the partially contributory schemes make it possible to confine
dynamic membership information to the group controllers
while preventing other group members from accessing GDI. In
a practical setting, multiple group controllers, who are trusted
to keep GDI, must be used to prevent the single-point failure
problem. In addition, to protect GDI, regular users cannot
replace the group controllers even if all group controllers fail.
Thus, the reliability of the group communication may suffer.

As a summary, GDI can only be protected in partially contrib-
utory schemes, at the expenses of utilizing trusted group con-
trollers and the risk of communication failure.

B. GDI Disclosure in Contributory Key Management Schemes

Utilizing a group controller is not a complete solution to the
GDI protection problem. There are many other opportunities for
the insiders to acquire group dynamic information.

The scheme presented in [15] is the earliest attempted to ex-
tend the two-party Diffie–Hellman protocol to group applica-
tions. This scheme, sometimes referred to as ING [20], arranges

members in a logical ring and is executed in rounds,
where is the group size. Therefore, every member obtains the
group size by simply counting the number of rounds that he or
she performed.

Similarly, the schemes presented in [16] and [17], referred
to as the STR and BD, respectively, also reveal the group size.
Here, each member receives the broadcast messages from all
other members and, therefore, must know the existence of other
group members.

In [21]–[23], logical tree structures are introduced to manage
the formation of the group keys. In these schemes, each member
performs rounds and holds subgroup keys, where is the
depth of the key tree. Since is proportional to the logarithm
of the group size, the group members know at least the order of
the group size.

Another important set of contributory key management
schemes is GDH.1, GDH.2, and GDH.3 [18]. These schemes
arrange group members in a logical chain and accumulate the
keying materials by traversing group members one by one.
In GDH.1/2, the th member receives or messages
from the th member. Thus, the number of the messages
reveals information about the group size. The users who are
closer to the end of the chain have more accurate information
about the group size. GDH.3 is executed in four stages [18]. In
the second and the fourth stage, the last user on the key chain
broadcast messages to the rest of the group, and is the
group size. In all three schemes, the group size information is
revealed by the size of keying messages.

C. Cost of Preventing GDI Leakage

It is seen that hiding GDI in contributory schemes is a very
difficult task. Therefore, we suggest using the centralized key
management schemes for the applications with confidential
GDI. However, if the centralized schemes cannot be employed
and GDI must be protected, which is a very rare case, a possible
solution is to use GDH.3 with two modifications. The first mod-
ification is to use the group controller. Among all contributory
schemes, GDH.3 has the strongest centrality flavor. The group
members are arranged in a logical chain, and the group member
at the end of the chain takes more responsibility than other
members. If the group member at the end of the logical chain
is selected as the group controller, which performs admission
control and coordinates the key formation, a regular member
only needs to communicate with his or her two neighbors on
the key chain and the group controller. The second modifi-
cation is to replace broadcast messages with multiple unicast
messages. This is necessary to prevent GDI leakage through the
size of the broadcast messages. In addition, antitraffic-analysis
techniques, such as those in [34] and [35], should be used to
prevent GDI leakage to the outsiders. This possible solution
yields unbalanced load among group members and signifi-
cantly increases protocol overhead and complexity. The high
cost and complexity make the GDI protection impractical in
a contributory environment. To summarize, contributory key
management is not suitable for applications requiring GDI
protection. The centralized key management scheme should be
used for applications with confidential GDI.
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VII. DISCUSSION

Key management is not the only source, but is a critical source
of GDI leakage. Attacks based on key management are effec-
tive, stealthy, and easy to launch. An attacker, who registers
as a group member or monitors rekeying traffic near a group
member, can obtain a large amount of GDI information without
being detected.

Besides key management, monitoring multicast data delivery
is another dimension for acquiring GDI. For the purpose of de-
bugging, management, and modeling, various tools have been
developed to monitoring multicast communications [36]. If the
underlying multicast applications are “cooperative” (i.e., not
using any preventive methods), one can obtain GDI using these
tools. Generally speaking, the attacks based on data delivery
monitoring are less attractive than those based on key manage-
ment for two reasons. First, encryption and antitraffic analysis
tools, such as onion routing, can disable or significantly reduce
the effectiveness of these monitoring tools. Second, these mon-
itoring tools involve high implementation cost. For example,
many require installing agents in multicast-enabled networks in
order to collect data delivery or group information [36].

In this paper, we focus on preventing GDI leakage from key
management. In the future, for secure multicast applications
with confidential GDI, research will be carried out to make the
service providers have control over whether multicast moni-
toring tools can be used.

VIII. CONCLUSION

This paper raised the issues of the GDI disclosure through
key management in secure group communications. Such a se-
curity concern has not been addressed in the design of current
key management schemes. In particular, this paper has made
two main contributions. First, we presented several effective
methods that could obtain dynamic group membership infor-
mation from the current centralized key management schemes.
This study showed that GDI could be easily obtained by in-
siders and outsiders who exploited the rekeying messages in key
management protocols. This posed a threat to group communi-
cations with confidential GDI. Second, we developed defense
techniques that could protect GDI, by utilizing batch rekeying
and phantom users. For the proposed defense techniques, the
fundamental tradeoff between the communication overhead and
the leakage of GDI was studied. In addition, this paper provided
a brief discussion on the GDI problem in contributory key man-
agement schemes. It was argued that contributory schemes were
not suitable for applications in which GDI should be protected.

In this work, the GDI disclosure problem was studied from
the key management perspective. In future works, many other
aspects, such as traffic analysis, can be jointly investigated with
key management such that GDI will be better protected against
attacks from other angles.

APPENDIX

We define as the number of nonempty boxes
when randomly placing identical items into identical boxes
with repetition and each box can have, at most, items.
This appendix calculates the expected values of

(i.e., ). It is obvious that the value
of is bounded as , where

and .
We define an intermediate quantity as the number

of ways of putting items into boxes so that each box contains
at least 1 and, at most, items. is calculated recur-
sively as

(31)

(32)

...

(33)

where . Then, the pmf of can be
expressed as

(34)
where represents the total number of ways of placing

items into boxes. Substituting (33) into (34)

It can be shown that .
Therefore

(35)

By substituting (31) into (34), we have

(36)

Based on (35) and (36), we can calculate
for recursively. Then, we can

calculate as

(37)
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