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Distributed Space-Frequency Coding over
Broadband Relay Channels

Karim G. Seddik and K. J. Ray Liu, Fellow, IEEE

Abstract—Designing diversity achieving schemes over the wire-
less broadband fading relay channels is crucial to achieve higher
diversity gains. These gains are achieved by exploiting the multi-
path (frequency) and cooperative diversities to combat the fading
nature of wireless channels. The challenge is how to design space-
frequency codes, distributed among randomly located nodes that
can exploit the frequency diversity of the wireless broadband
channels. In this paper, the design of distributed space-frequency
codes (DSFCs) for wireless relay networks is considered. The
proposed DSFCs are designed to achieve the frequency and
cooperative diversities of the wireless relay channels. The use
of DSFCs with the decode-and-forward (DAF) and amplify-and-
forward (AAF) protocols is considered. The code design criteria
to achieve full diversity, based on the pairwise error probability
(PEP) analysis, are derived. For DSFC with the DAF protocol,
a two-stage coding scheme, with source node coding and relay
nodes coding, is proposed. We derive sufficient conditions for
the proposed code structures at the source and relay nodes to
achieve full diversity of order NL, where N is the number of
relay nodes and L is the number of paths per channel. For the
case of DSFC with the AAF protocol, a structure for distributed
space-frequency coding is proposed.

Index Terms—Amplify-and-forward, broadband channels,
decode-and-forward, relay channels, space-frequency coding.

I. INTRODUCTION

THE advent of future broadband wireless services, which
require high signal quality and high data rates, has

focused attention on the study of wireless channels. Wireless
resources such as the bandwidth are scarce, and it is difficult to
meet the high data rate requirement unless efficient techniques
are employed. Also, wireless channels have many impairments
such as fading, shadowing, and multiuser interference, which
can highly degrade the system performance. Spatial diversity
has proved to be a prime candidate for achieving the signal
quality and high data rate promised by the future broadband
wireless services. Spatial diversity is also of special interest
as it does not increase the overhead in the system in terms of
the bandwidth and the delay.

The seminal work in [1] has shown the increased capacity
of the wireless Multiple-Input Multiple-Output (MIMO) chan-
nels, which are constructed through the use of multiple trans-
mit and/or multiple receive antennas. In wireless applications,
it is affordable to have multiple antennas at the base station,
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but it is difficult to equip small mobile units with more than
one antenna due to their space constraints. This led to what
is known as cooperative diversity, in which the nodes try to
form a virtual multiple element transmit antenna. Cooperative
diversity is achieved through relay nodes that help the source
node by forwarding its information.

The classical relay channel model based on additive white
Gaussian noise (AWGN) channels was presented in [2]. Lately,
the study of cooperative diversity achieving techniques has
gained significant interest. In [3], different protocols were pro-
posed to achieve spatial diversity through node cooperation.
Among them are the decode-and-forward (DAF) and amplify-
and-forward (AAF) protocols. In the decode-and-forward pro-
tocol with one relay node, the relay node decodes the source
node symbol before re-transmitting the source node data to
the destination node. In the amplify-and-forward protocol with
one relay node, the relay node amplifies the received source
node signal before re-transmission to the destination node.

The problem with the previous protocols is the data rate loss
as the number of relays increases, since relays are assumed
to be assigned orthogonal channels (for example, different
time slots in TDMA systems). This leads to the use of what
is known as distributed space-time coding (DSTC), where
relay nodes are allowed to simultaneously transmit over the
same channel by emulating a space-time code [4]. DSTCs
are designed to achieve diversity over flat, frequency non-
selective, fading channels. In DSTC, relay nodes try to emulate
a multiple antenna transmitter, where relay nodes simultane-
ously transmit in the cooperation phase. Several works have
considered the design of distributed space-time codes for the
wireless relay channels [5], [6], [7].

For the case of broadband multipath fading channels the de-
sign of distributed space-frequency codes (DSFCs) is needed
to exploit the frequency diversity of the channel. The presence
of multipaths in broadband channels provides another means
for achieving diversity across the frequency axis. Exploiting
the frequency axis diversity can highly improve the system
performance by achieving higher diversity orders. The design
of space-frequency codes over MIMO channels was consid-
ered, for example, in [8] and references therein. The main
problem for the wireless relay network is how to design
space-frequency codes distributed among spatially separated
relay nodes while guaranteeing to achieve full diversity at the
destination node. The spatial separation of the relay nodes
presents other challenges for the design of DSFCs such as time
synchronization. We will address these code design aspects in
our proposed DSFC structures.

A design of DSFCs was considered in [9], where a system
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that employs the DAF protocol was used. It was assumed that
all of the relay nodes will always decode correctly, which is
not always true especially over wireless fading channels. Such
proposed DSFCs mitigate synchronization errors due to the
timing mismatches of relay nodes and propagation delays by
employing OFDM transmission. The presence of the cyclic
prefix in OFDM modulation can mitigate synchronization
errors of relay nodes1. Hence, perfect synchronization, which
means perfect timings of relay nodes and propagation delays
synchronization, is not necessary, which greatly simplifies the
system design.

In this paper, we consider the design of distributed space-
frequency codes (DSFCs) that can exploit the multipath nature
of broadband wireless channels. We consider the use of DAF
and AAF protocols, which are the most commonly used
cooperation protocols. First, the design of DSFC with the DAF
protocol is considered. Our system model is different from the
model considered in [9], where relays are assumed to always
decode correctly. We consider a system where relay nodes can
decode the information from the source node erroneously. The
system will have two phases as follows. In the first phase,
the source broadcasts its information to the relay nodes. In
phase 2, the relays that have correctly decoded the source data
will help the source forwarding its information by emulating
a multiple antenna transmitter while relays that have decoded
erroneously remain idle.

A two-stage coding, namely, the source node coding and the
relay node coding is proposed to design the DSFCs. Sufficient
conditions for the proposed two-stage DSFC structure to
achieve full diversity of order NL, where N is the number
of cooperating relay nodes and L is the number of paths per
channel, are derived. Second, the design of DSFC with the
AAF protocol is considered. In the AAF protocol, relay nodes
can only apply simple operations on the received source signal
such as normalizing and amplifying the signal. A structure for
DSFC with the AAF protocol is proposed. The proposed code
structure is showed to achieve full diversity of order NL for
some special cases.

The rest of the paper is organized as follows. In Section II,
the system model and performance analysis for DSFCs with
the DAF protocol are presented. In Section III, the system
model and performance analysis for DSFCs with the AAF
protocol are presented. Section IV presents a construction for
the proposed DSFCs and a discussion about other design as-
pects of the proposed code structures. In Section V, simulation
results are presented. Finally, Section VI concludes the paper.

II. DSFC WITH THE DAF PROTOCOL

In this section, the design and performance analysis for
DSFCs with the DAF protocol are presented. A two-stage
structure is proposed for the DSFCs with the DAF protocol.
Sufficient conditions for the proposed code structure to achieve
full diversity are derived.

A. System Model

In this section, the system model for the DSFCs with the
DAF protocol is presented. In this paper �x� denotes the

1This follows directly due to the use of OFDM transmission and the same
applies for our proposed DSFCs.
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Fig. 1. Simplified system model for the distributed space-frequency codes.

largest integer that is less that x. diag(y), where y is a
T × 1 vector, is the T × T diagonal matrix with the elements
of y on its diagonal. A ⊗ B denotes the tensor product of
the two matrices A and B. ||A||2F of the m × n matrix A
is the Frobenius norm of the matrix defined as ||A||2F =∑m

i=1

∑n
j=1 |A(i, j)|2 = T R

(
AAH) = T R

(
AHA

)
where

T R(·) is the trace of a matrix.
Without loss of generality, we assume a two-hop relay

channel model, where there is no direct link from the source
node to the destination node. The case when a direct link
exists between the source node and the destination node will
be discussed in Section IV. A schematic system model is
depicted in Fig. 1. The system is based on OFDM modulation
with K subcarriers. The channel between the source node and
the n-th relay node is modeled as a multipath fading channel
with L paths as

hs,rn(τ) =
L∑

l=1

αs,rn(l)δ(τ − τl), (1)

where τl is the delay of the l-th path, δ(·) is the Dirac delta
function, and αs,rn(l) is the complex amplitude of the l-th
path. The αs,rn(l)’s are modeled as zero-mean complex Gaus-
sian random variables with variance E

[
|αs,rn(l)|2

]
= σ2(l),

where we assume symmetry between the relay nodes for
simplicity of presentation; the analysis can be easily extended
to the asymmetric case. The channels are normalized such
that the channel variance

∑L
l=1 σ2(l) = 1. A cyclic prefix is

introduced to convert the multipath frequency-selective fading
channels to flat fading subchannels on the subcarriers.

The system has two phases as follows. In phase 1, the source
node broadcasts the information to the N relays. The received
signal in the frequency domain on the k-th subcarrier at the
n-th relay node is given by

ys,rn(k) =
√

PsHs,rn(k)s(k) + ηs,rn(k),
k = 1, · · · , K; n = 1, · · · , N, (2)

where Ps is the transmitted source node power, Hs,rn(k) is the
channel attenuation of the source node to the n-th relay node
channel on the k-th subcarrier, s(k) is the transmitted source
node symbol on the k-th subcarrier with E

{
|s(k)|2

}
= 1,

and ηs,rn(k) is the n-th relay node additive white Gaussian
noise on the k-th subcarrier that is modeled as zero-mean
circularly symmetric complex Gaussian random variable with
variance N0/2 per dimension. The subcarrier noise terms
are statistically independent assuming that the time-domain
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noise samples are statistically independent and identically
distributed2. In (2), Hs,rn(k) is given by

Hs,rn(k) =
L∑

l=1

αs,rn(l)e−j2π(k−1)Δfτl , k = 1, · · · , K, (3)

where Δf = 1/T is the subcarrier frequency separation
and T is the OFDM symbol duration. We assume perfect
channel state information at any receiving node but no channel
information at transmitting nodes.

In phase 2, relays that have decoded correctly in phase 1 will
forward the source node information. Each relay is assumed
to be able to decide whether it has decoded correctly or not.
This can be achieved through the use of error detecting codes
such as the Cyclic Redundancy codes (CRC) [10], [11].

The transmitted K × N space-frequency (SF) codeword
from the relay nodes is given by3

Cr =

⎛
⎜⎜⎜⎝

Cr(1, 1) Cr(1, 2) · · · Cr(1, N)
Cr(2, 1) Cr(2, 2) · · · Cr(2, N)

...
...

. . .
...

Cr(K, 1) Cr(K, 2) · · · Cr(K, N)

⎞
⎟⎟⎟⎠ , (4)

where Cr(k, n) is the symbol transmitted by the n-th relay
node on the k-th subcarrier. The SF is assumed to satisfy the
power constraint ||Cr||2F ≤ K .

The received signal at the destination node on the k-th
subcarrier is given by

yd(k) =
√

Pr

N∑
n=1

Hrn,d(k)Cr(k, n)In + ηrn,d(k), (5)

where Pr is the relay node power, Hrn,d(k) is the attenuation
of the channel between the n-th relay node and the destination
node on the k-th subcarrier, ηrn,d(k) is the destination additive
white Gaussian noise on the k-th subcarrier, and In is the state
of the n-th relay. In will equal 1 if the n-th relay has decoded
correctly in phase 1, otherwise, In will equal 0.

B. Performance Analysis

It is now necessary to develop sufficient code design criteria
for the DSFC to achieve full diversity of order NL. Unlike
the case of MIMO space-frequency coding, we will need a
two-stage coding to achieve full diversity at the destination
node. Therefore, the proposed DSFCs will have two stages
of coding: the first stage is coding at the source node and
the second stage is coding at the relay nodes. The transmitted
source node code will be designed to guarantee a diversity
of order L at any relay node, and this will in turn cause the
proposed DSFC to achieve full diversity of order NL as will
be shown later.

2FFT, which is used to transform the received data from the time-
domain to the frequency-domain, can be represented by a unitary matrix
multiplication. Unitary transformation of a Gaussian random vector, whose
components are statistically independent and identically distributed, results
in a Gaussian random vector with statistically independent and identically
distributed components.

3Cr will be SF code transmitted by the relay nodes if all of them have
decoded correctly in phase 1.

1) Source Node Coding: Due to the symmetry assumption,
the pairwise error probability (PEP) is the same at any relay
node. For two distinct transmitted source node symbols, s and
s̃, the PEP can be tightly upper bounded as [12], [8]

PEP (s → s̃) ≤
(

2ν − 1
ν

)(
ν∏

i=1

λi

)−1 (
Ps

N0

)−ν

(6)

and ν is the rank of the matrix C ◦ R where

C = (s− s̃)(s− s̃)H,

R = E
{
Hs,rnHH

s,rn

}
,

and Hs,rn = [Hs,rn(1), · · · , Hs,rn(K)]T . Here λi’s are the
non-zero eigenvalues of the matrix C ◦ R, where ◦ denotes
the Hadamard product4.

The correlation matrix, R, of the channel impulse response
can be found as

R = E
{
Hs,rnHH

s,rn

}
= WE

{
αs,rnαH

s,rn

}
WH

= Wdiag{σ2(1), σ2(2), · · · , σ2(L)}WH,

(7)

where

αs,rn = [αs,rn(1), αs,rn(2), · · · , αs,rn(L)]T ,

W =

⎛
⎜⎜⎜⎝

1 1 · · · 1
wτ1 wτ2 · · · wτL

...
...

. . .
...

w(K−1)τ1 w(K−1)τ2 · · · w(K−1)τL

⎞
⎟⎟⎟⎠ ,

and w = e−j2πΔf .
The coding at the source node is implemented to guarantee

a diversity of order L, which is the maximum achievable
diversity order at any relay node. We propose to partition
the transmitted K × 1 source node code into subblocks of
length L and we will design the subblocks to guarantee a
diversity of order L at any relay node as will be seen later. Let
M = �K/L� denote the number of subblocks in the source
node transmitted OFDM block. The transmitted K ×1 source
node code is given as

s = [s(1), s(2), · · · , s(K)]T = [FT
1 ,FT

2 , · · · ,FT
M ,0T

K−ML]T ,
(8)

where Fi = [Fi(1), · · · , Fi(L)]T is the i-th subblock of
dimension L × 1. Zeros are padded if K is not an integer
multiple of L. For any two distinct source codewords, s and
s̃ = [F̃T

1 , F̃T
2 , · · · , F̃T

M ,0T
K−ML]T , at least one index p0 exists

for which Fp0 is not equal to F̃p0 .
Based on the proposed structure of the transmitted code

from the source node, sufficient conditions for the code to
achieve a diversity of order L at the relay nodes are derived.
We assume for s and s̃ that Fp = F̃p for all p �= p0, which
corresponds to the worst-case PEP. This does not decrease
the rank of the matrix C ◦ R [8]. Define the L × L matrix
Q = {qi,j} as qi,j =

∑L
l=1 σ2(l)w(i−j)τ(l), 1 ≤ i, j ≤ L.

Note that the non-zero eigenvalues of the matrix C◦R are the

4If A = {ai,j} and B = {bi,j} are two m × n matrices, the Hadamard
product is defined as D = A ◦ B = {di,j}, where di,j = ai,jbi,j .
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(
Fp0 − F̃p0

)(
Fp0 − F̃p0

)H
◦ Q =

[
diag

(
Fp0 − F̃p0

)
1L×Ldiag

(
Fp0 − F̃p0

)H]
◦ Q

= diag
(
Fp0 − F̃p0

)
Q diag

(
Fp0 − F̃p0

)H (9)

same as those of the matrix
(
Fp0 − F̃p0

)(
Fp0 − F̃p0

)H
◦Q.

Hence, we have (9), where 1L×L is the L×L matrix whose all
elements are ones. The last equality follows from a property
of the Hadamard product ([13], p.304).

If all of the eigenvalues of the matrix(
Fp0 − F̃p0

)(
Fp0 − F̃p0

)H
◦ Q are non-zero, then their

product can be calculated as shown in (10). The matrix Q is

non-singular. Hence, if the product
∏L

l=1

∣∣∣Fp0(l) − F̃p0(l)
∣∣∣2

is non-zero over all possible pairs of distinct transmitted
source codewords, s and s̃, then a diversity of order L will
be achieved at each relay node.

In phase 2, relays that have decoded correctly in phase 1
will forward the source node information. The received signal
at the destination node on the k-th subcarrier is as given in
(5). The state of the n-th relay node In is a Bernoulli random
variable with a probability mass function (pmf) given by

In =

{
0 with probability = SER

1 with probability = 1 − SER,
(11)

where SER is the symbol error rate at the n-th relay
node. Note that SER is the same for any relay node
due to the symmetry assumption. If the transmitted code
from the source node is designed such that the product∏L

l=1

∣∣∣Fp0 (l) − F̃p0(l)
∣∣∣2 is non-zero, for at least one index

p0, over all the possible pairs of distinct transmitted source
codewords, s and s̃, then the SER at the n-th relay node can
be upper bounded as

SER =
∑
s∈S

Pr{s}Pr{error given that s was transmitted}

≤
∑
s∈S

Pr{s}
∑

s̃∈S ,̃s �=s

PEP (s → s̃)

≤ c × SNR−L,
(12)

where S is the set of all possible transmitted source codewords
and c is a constant that does not depend on the SNR. The
first inequality follows from the union upper bound and the
second inequality follows from (6), where SNR is defined as
SNR = Ps/N0.

2) Relay Nodes Coding: Next, the design of the SF code
at the relay nodes to achieve a diversity of order NL is
considered. We propose to design SF codes constructed from
the concatenation of block diagonal matrices, which is similar
to the structure used in [8] to design full-rate, full-diversity
space-frequency codes over MIMO channels. We will derive
sufficient conditions for the proposed code structure to achieve
full diversity at the destination node.

Let P = �K/NL� denote the number of subblocks in
the transmitted OFDM block from the relay nodes. The

transmitted K × N SF codeword from the relay nodes, if all
relays decoded correctly, is given by

Cr = [GT
1 ,GT

2 , · · · ,GT
P ,0T

K−PLN ]T , (13)

where Gi is the i-th subblock of dimension NL × N . Zeros
are padded if K is not an integer multiple of NL. Each Gi

is a block diagonal matrix that has the structure

Gi =

⎛
⎜⎜⎜⎝

X1L×1 0L×1 · · · 0L×1

0L×1 X2L×1 · · · 0L×1

...
...

. . .
...

0L×1 0L×1 · · · XNL×1

⎞
⎟⎟⎟⎠ (14)

and let X = [XT
1 ,XT

2 , · · · ,XT
N ] = [x(1), x(2), · · · , x(NL)].

For two distinct transmitted source codewords, s and s̃, and
a given realization of the relays states I = [I1, I2, · · · , IN ]T ,
the conditional PEP can be tightly upper bounded as

PEP (s → s̃/I) ≤
(

2κ − 1
κ

)(
κ∏

i=1

ηi

)−1 (
Pr

N0

)−κ

,

(15)
and κ is the rank of the matrix C(I) ◦ R where

C(I) = (Cr − C̃r)diag(I)(C − C̃r)H.

For two source codewords, s and s̃, at least one index p0 exists
for which Gp0 �= G̃p0 . We assume for s and s̃ that Gp = G̃p

for all p �= p0. Similar to the case of source node coding, this
assumption does not decrease the rank of the matrix C(I)◦R
that corresponds to any realization I of the relays states.

Define the NL × NL matrix S = {si,j} as

si,j =
L∑

l=1

σ2(l)w(i−j)τ(l), 1 ≤ i, j ≤ NL.

Note that the non-zero eigenvalues of the matrix C(I) ◦ R
are the same as the non-zero eigenvalues of the matrix(
Gp0(I) − G̃p0(I)

)(
Gp0(I) − G̃p0(I)

)H
◦S where Gp0(I)

is formed from Gp0 by setting the columns corresponding
to the relays that have decoded erroneously to zeros. Hence,
we have (16), where the second and the third equalities follow
from the properties of the tensor and Hadamard products [13].

Let nI =
∑N

n=1 In denote the number of relays that have
decoded correctly corresponding to a realization I of the relays
states. Using (16), the product of the non-zero eigenvalues of
the matrix C(I) ◦ R can be found as

κ∏
i=1

ηi =

⎛
⎝ NL∏

i=1, i∈I
|x(i) − x̃(i)|2

⎞
⎠ · (det(S0))

nI (17)

where I is the index set of symbols that are transmitted
from the relays that have decoded correctly corresponding
to the realization I and S0 = {si,j}, 1 ≤ i, j ≤ L. The
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det
((

Fp0 − F̃p0

)(
Fp0 − F̃p0

)H
◦ Q

)
= det

(
diag

(
Fp0 − F̃p0

))
det (Q) det

(
diag

(
Fp0 − F̃p0

)H
)

=
L∏

l=1

∣∣∣Fp0(l) − F̃p0(l)
∣∣∣2 (det(Q))

(10)

(
Gp0(I) − G̃p0(I)

)(
Gp0(I) − G̃p0(I)

)H
◦ S

=
(
diag(X − X̃) (diag(I) ⊗ 1L×1) (diag(I) ⊗ 1L×1)

H diag(X − X̃)H
)
◦ S

=
(
diag(X − X̃) (diag(I) ⊗ 1L×L)diag(X − X̃)H

)
◦ S

= diag(X− X̃) [(diag(I) ⊗ 1L×L) ◦ S]diag(X − X̃)H

(16)

result in (17) is based on the assumption that the product∏NL
i=1, i∈I} |x(i) − x̃(i)|2 is non-zero. The first product in

(17) is over nIL terms. The matrix S0 is always full rank of
order L. Hence, designing the product

∏NL
i=1, i∈I |x(i)−x̃(i)|2

to be non-zero will guarantee a rate of decay, at high
SNR, of the conditional PEP as SNR−nIL, where SNR is
now defined as SNR = Pr/N0. To guarantee that this
rate of decay, SNR−nIL, is always achieved irrespective of
the state realization I of the relay nodes then the product∏NL

i=1 |x(i) − x̃(i)|2 should be non-zero. Hence, designing
the product

∏NL
i=1 |x(i) − x̃(i)|2 to be non-zero for any pair

of distinct source codewords is a sufficient condition for the
conditional PEP to decay as SNR−nIL for any realization I,
where nI is the number of relays that have decoded correctly
corresponding to I.

Now, we calculate the PEP at the destination node for
our proposed DSFC structure. Let cr denote the number of
relays that have decoded correctly. Then cr follows a Binomial
distribution as5

Pr{cr = k} =
(

N
k

)
(1 − SER)kSERN−k, (18)

where SER is the symbol error rate at the relay nodes. The
destination PEP is given by (19). Using the upper bound on
the SER at the relay nodes given in (12) and the expression
for the conditional PEP at the destination node in (15), and
upper-bounding (1 − SER) by 1, it can be shown that

PEP (s → s̃) ≤ constant × SNR−NL. (20)

Hence, our proposed structure for DSFCs with two-stage
coding at the source node and the relay nodes achieves a
diversity of order NL, which is the rate of decay of the PEP
at high SNR.

III. DSFC WITH THE AAF PROTOCOL

In this section, the design and performance analysis for
DSFCs with the AAF protocol are presented. A structure is
proposed and sufficient conditions for the proposed structure to
achieve full diversity are then derived for some special cases.

5cr is a Binomial random variable as it is the sum of independent,
identically distributed Bernoulli random variables.

A. System Model

In this section, we describe the system model for DSFC
with the AAF protocol. The received signal model at the relay
nodes and the channel gains are modeled as in Section II. The
transmitted data from the source node is parsed into subblocks
of size NL × 1. Let P = �K/NL� denote the number of
subblocks in the transmitted OFDM block. The transmitted
K × 1 source codeword is given by

s = [s(1), s(2), · · · , s(K)]T = [BT
1 ,BT

2 , · · · ,BT
P ,0T

K−PLN ]T ,
(21)

where Bi is the i-th subblock of dimension NL × 1. Zeros
are padded if K is not an integer multiple of NL. For
each subblock, Bi, the n-th relay only forwards the data
on L subcarriers. For example, relay 1 will only forward
[Bi(1), · · · ,Bi(L)] for all i’s and send zeros on the remaining
set of subcarriers. In general, the n-th relay will only forward
[Bi((n − 1)L + 1), · · · ,Bi((n − 1)L + L)] for all i’s.

At the relay nodes, each node will normalize the received
signal on the subcarriers that it will forward before retrans-
mission and send zeros on the remaining set of subcarriers.
If the k-th subcarrier is to be forwarded by the n-th relay,
the relay will normalize the received signal on that subcarrier
by the factor β(k) =

√
1

Ps|Hs,rn (k)|2+N0
[3]. The relay nodes

will use OFDM modulation for transmission to the destination
node. At the destination node, the received signal on the k-
th subcarrier, assuming it was forwarded by the n-th relay, is
given by (22), where Pr is the relay node power, Hrn,d(k)
is the attenuation of the channel between the n-th relay
node and the destination node on the k-th subcarrier, and
ηs,rn(k) is the destination noise on the k-th subcarrier. The
ηrn,d(k)’s are modeled as zero mean, circularly symmetric
complex Gaussian random variables with a variance of N0/2
per dimension.

B. Performance Analysis

In this section, the PEP of the DSFC with the AAF protocol
is presented. Based on the PEP analysis, code design criteria
are derived. The received signal at destination on the k-th
subcarrier given by (22) can be rewritten as shown in (23),
where zrn,d(k) accounts for the noise propagating from the
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PEP (s → s̃) =
∑
I

Pr{I}PEP (s → s̃/I)

=
N∑

k=0

Pr{cr = k}
∑

{I:nI=k}
PEP (s → s̃/I)

=
N∑

k=0

(
N
k

)
(1 − SER)kSERN−k

∑
{I:nI=k}

PEP (s → s̃/I)

(19)

y(k) = Hrn,d(k)
√

Pr

(√
1

Ps|Hs,rn(k)|2 + N0

(√
PsHs,rn(k)s(k) + ηs,rn(k)

))
+ ηrn,d(k), (22)

y(k) = Hrn,d(k)
√

Pr

(√
1

Ps|Hs,rn(k)|2 + N0

√
PsHs,rn(k)s(k)

)
+ zrn,d(k), (23)

relay node as well as the destination noise. zrn,d(k) follows
a circularly symmetric complex Gaussian random variable
with a variance δ2

z(k) of
(

Pr |Hrn,d(k)|2
Ps|Hs,rn (k)|2+N0

+ 1
)

N0. The

probability density function of zrn,d(k) given the channel state
information (CSI) is given by

p(zrn,d(k)/CSI) =
1

πδ2
z(k)

exp
(
− 1

δ2
z(k)

|zrn,d(k)|2
)

.

(24)
The receiver applies a Maximum Likelihood (ML) detector to
the received signal, which is given as

ŝ = arg min
s

K∑
k=1

1

δ2
z(k)

∣∣∣∣∣y(k) −
√

PsPrHs,rn(k)Hrn,d(k)√
Ps|Hs,rn(k)|2 + N0

s(k)

∣∣∣∣∣
2

,

(25)

where the n index (which is the index of the relay node) is
adjusted according to the k index (which is the index of the
subcarrier).

Now, sufficient conditions for the proposed code structure
to achieve full diversity are derived. The pdf of a received
vector y = [y(1), y(2), · · · , y(K)]T given that the codeword
s was transmitted is given by (26). The PEP of mistaking s
by s̃ can be upper bounded as [14]

PEP (s → s̃) ≤ E {exp (λ[ln p(y/s̃) − ln p(y/s)])} , (27)

and the relation applies for any λ, which can selected to get
the tightest bound. Any two distinct codewords s and s̃ =
[B̃1, B̃2, · · · , B̃p]T will have at least one index p0 such that
B̃p0 �= Bp0 . We will assume that s and s̃ will have only one
index p0 such that B̃p0 �= Bp0 , which corresponds to the worst
case PEP.

Averaging the PEP expression in (27) over the noise
distribution given in (24) we get (28), where J = (p0 −
1)NL. Take λ = 1/2 to minimize the upper bound
in (28), hence, we get (29). At high SNR, the term

Ps|Hs,rn (k)|2Pr |Hrn,d(k)|2
(Ps|Hs,rn (k)|2+Pr|Hrn,d(k)|2+N0)N0

can be approximated by
Ps|Hs,rn (k)|2Pr |Hrn,d(k)|2

(Ps|Hs,rn (k)|2+Pr|Hrn,d(k)|2)N0
[15], which is the scaled har-

monic mean of the source-relay and relay-destination SNRs

on the k-th subcarrier6. The scaled harmonic mean of two
nonnegative numbers, a1 and a2, can be upper and lower
bounded as

1
2

min (a1, a2) ≤
a1a2

a1 + a2
≤ min (a1, a2) . (30)

Using the lower bound in (30) the PEP in (29) can be further
upper bounded as shown in (31). If Pr = Ps and SNR is
defined as Ps/N0, then the PEP is now upper bounded as
shown in (32).

1) PEP Analysis for L=1 : The case of L equal to 1
corresponds to a flat, frequency nonselective fading chan-
nel. The PEP in (32) is now given by (33) It can be
shown that the random variables SNR|Hs,rn(k)|2 and
SNR|Hrn,d(k)|2 follow an exponential distribution with rate
1/SNR for all k. The minimum of two exponential ran-
dom variables is an exponential random variable with rate
that is the sum of the two random variables rates. Hence,
min

(
SNR|Hs,rn(k)|2, SNR|Hrn,d(k)|2

)
follows an expo-

nential distribution with rate 2/SNR.
The PEP upper bound is now given by (34). At high

SNR, we neglect the 1 term in the denominator of (34).
Hence, the PEP can now be upper bounded as shown in
(35). The result in (35) is under the assumption that the

product
∏N

n=1

∣∣∣Bp0((n − 1)L + 1) − B̃p0((n − 1)L + 1)
∣∣∣2 is

non-zero. Clearly, if that product is non-zero, then the system
will achieve a diversity of order NL, where L is equal to
1 in this case. From the expression in (35) the coding gain
of the space-frequency code is maximized when the product

mins �=s̃

∏N
n=1

∣∣∣Bp0((n − 1)L + 1) − B̃p0((n − 1)L + 1)
∣∣∣2 is

maximized. This product is known as the minimum product
distance [8].

2) PEP Analysis for L=2: The PEP in (32) can now be
given as shown in (36), where L = 2. The analysis in this
case is more involved since the random variables appearing
in (36) are correlated. Signals transmitted from the same

6The scaling factor is 1/2 since the harmonic mean of two number, X1

and X2, is defined as 2X1X2
X1+X2

.

Authorized licensed use limited to: IEEE Xplore. Downloaded on February 4, 2009 at 10:00 from IEEE Xplore.  Restrictions apply.



4754 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 7, NO. 11, NOVEMBER 2008

p(y/s, CSI) =

(
K∏

k=1

1
πδ2

z(k)

)
exp

(
K∑

k=1

− 1
δ2
z(k)

∣∣∣∣∣y(k) −
√

PsPrHs,rn(k)Hrn,d(k)√
Ps|Hs,rn(k)|2 + N0

s(k)

∣∣∣∣∣
2 )

. (26)

PEP (s → s̃) ≤E

{
exp

(
− λ(1 − λ)

N∑
n=1

L∑
l=1(

Ps|Hs,rn(J + (n − 1)L + l)|2Pr |Hrn,d(J + (n − 1)L + l)|2(
Ps|Hs,rn(J + (n − 1)L + l)|2 + Pr |Hrn,d(J + (n − 1)L + l)|2 + N0

)
N0

)

×
∣∣∣Bp0((n − 1)L + l) − B̃p0((n − 1)L + l)

∣∣∣2
)}

,

(28)

PEP (s → s̃) ≤E

{
exp

(
− 1

4

N∑
n=1

L∑
l=1(

Ps|Hs,rn(J + (n − 1)L + l)|2Pr |Hrn,d(J + (n − 1)L + l)|2(
Ps|Hs,rn(J + (n − 1)L + l)|2 + Pr |Hrn,d(J + (n − 1)L + l)|2 + N0

)
N0

)

×
∣∣∣Bp0((n − 1)L + l) − B̃p0((n − 1)L + l)

∣∣∣2
)}

,

(29)

PEP (s → s̃) ≤ E

{
exp

(
− 1

8

N∑
n=1

L∑
l=1

min

(
Ps

N0
|Hs,rn((p0 − 1)NL + (n − 1)L + l)|2,

Pr

N0
|Hrn,d((p0 − 1)NL + (n − 1)L + l)|2

)∣∣∣Bp0((n − 1)L + l) − B̃p0((n − 1)L + l)
∣∣∣2
)} (31)

PEP (s → s̃) ≤ E

{
exp

(
− 1

8

N∑
n=1

L∑
l=1

min

(
SNR|Hs,rn((p0 − 1)NL + (n − 1)L + l)|2,

SNR|Hrn,d((p0 − 1)NL + (n − 1)L + l)|2
) ∣∣∣Bp0((n − 1)L + l) − B̃p0((n − 1)L + l)

∣∣∣2
)} (32)

PEP (s → s̃) ≤ E

{
exp

(
− 1

8

N∑
n=1

min

(
SNR|Hs,rn((p0 − 1)NL + (n − 1)L + 1)|2,

SNR|Hrn,d((p0 − 1)NL + (n − 1)L + 1)|2
)∣∣∣Bp0((n − 1)L + 1) − B̃p0((n − 1)L + 1)

∣∣∣2
)}

.

(33)

PEP (s → s̃) ≤
N∏

n=1

1

1 + 1
16SNR

∣∣∣Bp0((n − 1)L + 1) − B̃p0((n − 1)L + 1)
∣∣∣2 . (34)

PEP (s → s̃) �
(

1
16

SNR

)−N
(

N∏
n=1

∣∣∣Bp0((n − 1)L + 1) − B̃p0((n − 1)L + 1)
∣∣∣2
)−1

. (35)
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PEP (s → s̃) ≤ E

{
exp

(
− 1

8

N∑
n=1

2∑
l=1

min

(
SNR|Hs,rn((p0 − 1)NL + (n − 1)L + l)|2,

SNR|Hrn,d((p0 − 1)NL + (n − 1)L + l)|2
) ∣∣∣Bp0((n − 1)L + l) − B̃p0((n − 1)L + l)

∣∣∣2
)} (36)

relay node on different subcarriers will experience correlated
channel attenuations. As a first step in deriving the code design
criterion, we prove that the channel attenuations, |Hs,rn(k1)|2
and |Hs,rn(k2)|2 for any k1 �= k2, have a bivariate Gamma
distribution as their joint pdf [16]. The same applies for
|Hrn,d(k1)|2 and |Hrn,d(k2)|2 for any k1 �= k2. The proof
of this result is given in the Appendix.

To evaluate the expectation in (36) we need the ex-
pression for the joint pdf of the two random vari-
ables M1 = min

(
SNR|Hs,rn(k1)|2, SNR|Hrn,d(k1)|2

)
and

M2 = min
(
SNR|Hs,rn(k2)|2, SNR|Hrn,d(k2)|2

)
for some

k1 �= k2. Although M1 and M2 can be easily seen to
be marginally exponential random variables, they are not
jointly Gamma distributed. Define the random variables
X1 = SNR|Hs,rn(k1)|2, X2 = SNR|Hs,rn(k2)|2, Y1 =
SNR|Hrn,d(k1)|2, and Y2 = SNR|Hrn,d(k2)|2. All of
these random variables are marginally exponential with rate
1/SNR. Under the assumptions of our channel model, the
pairs (X1, X2) and (Y1, Y2) are independent. Hence, the joint
pdf of (X1, X2, Y1, Y2), using the result in the Appendix, is
given by (37), where I0(·) is the modified Bessel function
of the first kind of order zero and U(·) is the Heaviside
unit step function [17]. ρx1x2 is the correlation coefficient
between X1 and X2 and similarly, ρy1y2 is the correlation
coefficient between Y1 and Y2. The joint cumulative distribu-
tion function (cdf) of the pair (M1, M2) can be computed
as shown in (38), where we have used the symmetry as-
sumption of the source-relay and relay-destination channels.
The joint pdf of (M1, M2) can now be given as shown
in (39). To get the PEP upperbound in (36) we need to
calculate the expectation as shown in (40). At high enough
SNR I0

(
2
√

ρx1x2
SNR(1−ρx1x2 )

√
x1x2

)
can be approximated to be 1

[17]. Using this approximation, the PEP upper bound can be
approximated at high SNR as

PEP (s → s̃)

�
(

2N∏
m=1

∣∣∣Bp0(m) − B̃p0(m)
∣∣∣2
)−1 (

1
16

(1 − ρ)SNR

)−2N

,

(41)

where ρ = ρx1x2 = ρy1y2 . Again, full diversity is achieved

when the product
∏2N

m=1

∣∣∣Bp0(m) − B̃p0(m)
∣∣∣2 is non-zero.

The coding gain of the space-frequency code is maximized

when the product mins �=s̃

∏2N
m=1

∣∣∣Bp0(m) − B̃p0(m)
∣∣∣2 is

maximized.
The analysis becomes highly involved for any L ≥ 3. It is

very difficult to get closed form expressions in this case due
to the correlation among the summed terms in (32) for which
there is no closed form pdf expressions, similar to (37), are
known [18].

IV. CODE CONSTRUCTION AND DISCUSSIONS

A construction method for the proposed DSFCs is presented
here. This construction is the one used to do the source node
and relay nodes coding for DSFCs with the DAF protocol. It
is also used for designing DSFCs with the AAF protocol.

A linear mapping is used to form the transmitted subblocks,
D = VT×T sG, where sG is a T × 1 source symbols
vector transmitted in the subblock D. sG is carved from
QAM or PSK constellations. The goal is to maximize the

product mins �=s̃

∏T
m=1

∣∣∣D(m) − D̃(m)
∣∣∣2, where s and s̃ are

two distinct source symbols vectors. It was proposed in [19]
and [20] to use both Hadamard transforms and Vandermonde
matrices to design the VT×T matrix. The transforms based
on the Vandermonde matrices proved to give larger minimum
product distance than the Hadamard based transforms. Two
classes of optimum transforms were proposed in [19] as
follows

1) If T = 2k (k ≥ 1), the optimum transform is given by
Vopt = 1√

T
vander(θ1, θ2, ..., θT ), where θ1, θ2, ..., θT

are θn = ej 4n−3
2T π, n = 1, 2, ..., T.

2) If T = 3.2k (k ≥ 0), the optimum transform is given by
Vopt = 1√

T
vander(θ1, θ2, ..., θT ), where θ1, θ2, ..., θT

are θn = ej 6n−1
3T π, n = 1, 2, ..., T.

It noteworthy that the proposed DSFCs for both the DAF
and AAF protocols achieve a data rate of K/2 symbols/OFDM
block, where K is the number of subcarriers. The 1/2 factor
loss is due to the two-phase nature of the DAF and AAF
protocols.

A. Remarks

Here we summarize some remarks related to our proposed
DSFCs.

• Remark 1: In our problem formulation, we have con-
sidered a two-hop system model that lacks a direct link
from the source node to the destination node. If such a
direct link between the source node and the destination
node exists, then the destination node can use its received
signal from the source node to help recovering the source
symbols. Assuming that the channel from the source node
to the destination node has L paths, it can be shown that
our proposed DSFCs, with the proposed coding at the
source node and the relay nodes for both the DAF and
AAF protocols, achieve a diversity of order (N + 1)L.

• Remark 2: The proposed DSFCs with the DAF protocol
can be easily modified to achieve full diversity for the
asymmetric case where the number of paths per fading
channel is not the same for all channels. Let Ls,rn denote
the number of paths of the channel between the source
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fX1,X2,Y1,Y2(x1, x2, y1, y2)
=fX1,X2(x1, x2)fY1,Y2(y1, y2)

=
1

SNR2(1 − ρx1x2)(1 − ρy1y2)
exp

(
− x1 + x2

SNR(1 − ρx1x2)

)
I0

(
2√ρx1x2

SNR(1 − ρx1x2)
√

x1x2

)

× exp
(
− y1 + y2

SNR(1 − ρy1y2)

)
I0

(
2√ρy1y2

SNR(1 − ρy1y2)
√

y1y2

)
U(x1)U(x2)U(y1)U(y2),

(37)

FM1,M2(m1, m2) � Pr [M1 ≤ m1, M2 ≤ m2]
= Pr [min (X1, Y1) ≤ m1, min (X2, Y2) ≤ m2]

=2
∫ m1

y1=0

∫ ∞

x1=y1

∫ m2

y2=0

∫ ∞

x2=y2

fX1,X2(x1, x2)fY1,Y2(y1, y2)dy1dx1dy2dx2

+ 2
∫ m1

y1=0

∫ ∞

x1=y1

∫ m2

x2=0

∫ ∞

y2=x2

fX1,X2(x1, x2)fY1,Y2(y1, y2)dy1dx1dx2dy2

(38)

fM1,M2(m1, m2) =
∂2

∂m1∂m2
FM1,M2(m1, m2)

=2fY1,Y2(m1, m2)
∫ ∞

x1=m1

∫ ∞

x2=m2

fX1,X2(x1, x2)dx1dx2

+ 2
∫ ∞

x1=m1

∫ ∞

y2=m2

fX1,X2(x1, m2)fY1,Y2(m1, y2)dx1dx2.

(39)

E

{
exp

(
− 1

8

(
M1

∣∣∣B(k1) − B̃(k1)
∣∣∣2 + M2

∣∣∣B(k2) − B̃(k2)
∣∣∣2 ))}

=
∫ ∞

m1=0

∫ ∞

m2=0

exp
(
− 1

8

(
m1

∣∣∣B(k1) − B̃(k1)
∣∣∣2 + m2

∣∣∣B(k2) − B̃(k2)
∣∣∣2 ))fM1,M2(m1, m2)dm1dm2

(40)

node and n-th relay and Lrn,d denote the number of
paths of the channel between the n-th relay node and
the destination node. The proposed DSFC can be easily
modified to achieve a diversity d of order

d =
N∑

n=1

min(Ls,rn , Lrn,d),

which can be easily shown to be the maximal achiev-
able diversity order. This maximal diversity order can
be achieved, for example, by designing the codes
at the source node and relay nodes using L =
maxn min(Ls,rn , Lrn,d).

• Remark 3: The proposed construction for the design of
DSFCs can be easily generalized to the case of multi-
antenna nodes, where any node may have more than one
antenna. Each antenna can be treated as a separate relay
node and the analysis presented before directly applies.

• Remark 4: As mentioned before, the presence of the
cyclic prefix in the OFDM transmission provides a mean
for combating the relays synchronization mismatches.
Hence, our proposed DSFCs, which are based on OFDM
transmission, are robust against synchronization mis-
matches within the duration of the cyclic prefix.

V. SIMULATION RESULTS

In this section, some simulation results for the proposed
DSFCs are presented. We will compare the performance of
DSFCs with the DAF protocol to DSFCs with the AAF
protocol. In all simulations, the source is assumed to have
two relay nodes helping to forward its information. We use
the two-hop channel model presented in the previous sections.

Fig. 2 shows the case of a simple two-ray, L = 2, channel
model with a delay of τ = 5μsec between the two rays.
The two rays have equal powers, i.e., σ2(1) = σ2(2). The
number of subcarriers is K = 128 with a system bandwidth
of 1 MHz. We use BPSK modulation and Vandermonde based
linear transformations. Fig. 2 shows the SER of the proposed
DSFCs versus the SNR defined as SNR = Ps+Pr

N0
, and we use

Ps = Pr, i.e., equal power allocation between the source and
relay nodes. We simulated three cases: all channel variances
are ones, relays close to source, and relays close to destination.
For the case of relays close to source, the variance of any
source-relay channel is taken to be 10 and the variance of
any relay-destination channel is taken to be 1. For the case
of relays close to destination, the variance of any source-
relay channel is taken to be 1 and the variance of any relay-
destination channel is taken to be 10. From Fig. 2, it is clear
that DSFCs with the DAF protocol have a better performance
than DSFCs with the AAF protocol. The reason is that DSFCs
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Fig. 2. SER of DSFCs for BPSK modulation, L=2, and delay=[0, 5µsec]
versus SNR.

0 5 10 15 20
10

−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

SNR (dB)

S
E

R

BPSK modulation, two relays, L=2, delays=[0, 20µsec]

AAF (all channel variances are ones)
DAF (all channel variances are ones)
AAF (relays close to destination)
DAF (relays close to destination)
AAF (relays close to source)
DAF (relays close to source)

Fig. 3. SER of DSFCs for BPSK modulation, L=2, and delay=[0, 20µsec]
versus SNR.

with DAF protocol deliver a less noisy code to the destination
node as compared to DSFCs with AAF protocol, where noise
propagation results from the transmissions of the relay nodes.
Decoding at the relay nodes, in the DAF protocol, has the
effect of removing the noise before retransmission to the
destination node. As can be seen from Fig. 2, a gain of about
3dB is achieved, for the case of relays close to the source,
by employing DSFCs with the DAF protocol as compared to
DSFCs with the AAF protocol.

Fig. 3 shows the case of a simple two-ray, L = 2, with a
delay of τ = 20μsec between the two rays. The simulation
setup is the same as that used in Fig. 2. From Fig. 3, it is clear
that DSFCs with the DAF protocol have a better performance
than DSFCs with the AAF protocol.

Fig. 4 shows the case of L = 4 with a path delay vector
given by [0, 5μsec, 10μsec, 15μsec]. The rays are assumed
to be of equal powers, i.e., σ2(l) = σ2, l = 1, · · · , 4. The
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Fig. 4. SER of DSFCs for BPSK modulation, L=4, and delay=[0, 5µsec,
10µsec, 15µsec] versus SNR.

number of subcarriers is K = 128 with a system bandwidth
of 1 MHz. We use BPSK modulation and Vandermonde based
linear transformations. Fig. 4 shows the SER of the proposed
DSFCs versus the SNR defined as SNR = Ps+Pr

N0
and again

we use Ps = Pr . We have simulated the same three cases as in
Fig. 2. Fig. 4 shows that DSFCs with the DAF protocol have
a better performance than DSFCs with the AAF protocol. We
can observe a gain of about 2 dB for the case of relays close
to source.

VI. CONCLUSIONS

In this paper, the design of distributed space-frequency
codes (DSFCs) was considered for the wireless multipath
relay channels. The use of DSFCs can greatly improve system
performance by achieving higher diversity orders by exploiting
the multipath diversity of the channel as well as the coopera-
tive diversity. In this paper, we have considered the design of
DSFCs with the DAF and AAF cooperation protocols. For the
case of DSFCs with the DAF protocol, we have proposed a
two-stage coding scheme: source node coding and relay nodes
coding. We have derived sufficient conditions for the proposed
code structure to achieve full diversity of order NL where N
is the number of relay nodes and L is the number of multipaths
per channel. For the case of DSFCs with the AAF protocol,
we have derived sufficient conditions for the proposed code
structure to achieve full diversity of order NL for the special
cases of L = 1 and L = 2.

Simulation results indicate that the performance of DSFCs
with the DAF protocol is better that DSFCs with the AAF
protocol because the decoding at the relay nodes can provide
a mean for removing the noise from the relay transmitted
signal. Hence, the relay provides the destination with a cleaner
version of the code in the DAF protocol while the system
suffers from noise propagation if the AAF protocol is used.

The proposed DSFCs are robust against the synchronization
errors caused by the relays timing mismatches and propagation
delays due to the presence of the cyclic prefix in the OFDM
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Hs,rn(k1) = αs,rn(1) + αs,rn(2)e−j2π(k1−1)Δfτ2 = � (Hs,rn(k1)) + j� (Hs,rn(k1)) (42)

� (Hs,rn(k1)) = �(αs,rn(1)) + �(αs,rn(2)) cos(2π(k1 − 1)Δfτ2) + �(αs,rn(2)) sin(2π(k1 − 1)Δfτ2)
� (Hs,rn(k1)) = �(αs,rn(1)) + �(αs,rn(2)) cos(2π(k1 − 1)Δfτ2) −�(αs,rn(2)) sin(2π(k1 − 1)Δfτ2)

(43)

transmission. This property of the proposed DSFCs greatly
simplifies the system design since it is very difficult to
synchronize randomly located relay nodes.

APPENDIX

Consider the two random variables Hs,rn(k1) and
Hs,rn(k2), we will assume without loss of generality that τ1 =
0, i.e., the delay of the first path is zero. Hs,rn(k1) is given
by (42), where �(x), and �(x) are the real, and imaginary
parts of x, respectively. From (42) we have (43). Based on the
channel model presented in Section II-A both � (Hs,rn(k1))
and � (Hs,rn(k1)) are zero-mean Gaussian random variables
with variance 1/2. The correlation coefficient, ρri, between
� (Hs,rn(k1)) and � (Hs,rn(k1)) can be calculated as

ρri = E {� (Hs,rn(k1))� (Hs,rn(k1))} = 0. (44)

Hence, Hs,rn(k1) is a circularly symmetric complex Gaussian
random variable with variance 1/2 per dimension and the same
applies for Hs,rn(k2). To get the joint probability distribution
of |Hs,rn(k1)|2 and |Hs,rn(k2)|2, we can use the standard
techniques of transformation of random variables. Using trans-
formation of random variables and the fact that both Hs,rn(k1)
and Hs,rn(k2) are circularly symmetric complex Gaussian
random variables, it can be shown that X1 = |Hs,rn(k1)|2
and X2 = |Hs,rn(k2)|2 are jointly distributed according to a
bivariate Gamma distribution with pdf [18], [16]

fX1,X2(x1, x2) =
1

1 − ρx1x2

exp
(
− x1 + x2

1 − ρx1x2

)

I0

(
2√ρx1x2

1 − ρx1x2

√
x1x2

)
U(x1)U(x2), (45)

where I0(·) is the modified Bessel function of the first kind of
order zero and U(·) is the Heaviside unit step function [17].
ρx1x2 is the correlation between |Hs,rn(k1)|2 and |Hs,rn(k2)|2
and it can calculated as

ρx1,x2 =
Cov (X1, X2)√

Var (X1) Var (X2)
. (46)

Following tedious computations, it can be shown that

ρx1,x2 =
1
2

+ 2σ2(1)σ2(2) cos(2π(k2 − k1)Δfτ2), (47)

where the last equation applies under the assumption of having
σ2(1)+ σ2(2) = 1 and both, σ2(1) and σ2(2), are non-zeros.
From (47) it is clear that 0 ≤ ρx1,x2 ≤ 1.
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