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Abstract— Diversity techniques are an effective answer to the
challenges presented by fading channels. This paper focuses on
studying the performance of systems with diversity of three
forms: source coding diversity, channel coding diversity, and
usercooperation diversity. To best reflect a focus on realtime
multimedia communications, performance is measured through
the distortion exponent, which measures the rate of decay of the
endtoend distortion at high SNRs. Usercooperation diversity
takes the form of a relay channel implemented with amplifyand
forward processing at the relay. The results show that channel
coding diversity provides the best performance, followed by
source coding diversity. The results also show a tradeoff between
the quality (resolution) of the source encoder and the amount of
cooperation (number of relay nodes).

I. INTRODUCTION

The use of diversity constitutes one of the most effective

approaches in overcoming fading channels. This is achieved by

combining at the receiver multiple, ideally independent, faded

copies of the signal. Since diverse copies of a signal can be

created at different layers of the communication stack, diver

sity can be originated at different layers. As is the case studied

in [1], diversity can be formed by providing multiple channels

to the application layer, where they are exploited through

multiple description source encoders. In Multiple Description

Coding different descriptions of the source are generated with

the property that they can each be individually decoded or, if

possible, be jointly decoded to obtain a reconstruction of the

source with lower distortion [2], [3].

Frequently, the implementation of diversity techniques, such

as spatial diversity, is limited by the size of mobile terminals.

Cooperative diversity provides an answer to this problem by

taking advantage of the broadcast nature of multipleuser radio

networks, where there are few constraints to users overhearing

each other radiated signals. In cooperation diversity multiple

users collaborate by creating diverse signal paths to relay

information for each other. Following the work in [4], the

communication channels in this paradigm have received the

generic name of relay channel.

Our work in this paper will be focused on considering a

relay channel where the information path between source and

destination contains one or more relaying nodes as well as a

direct sourcedestination link. Several techniques have been

proposed for the relays to forward the sources signals. Of

importance are the ideas of cooperation through “decodeand

forward”, “amplifyandforward” [5], and the implementation

of usercooperation when using distributed spacetime coding

in [6]. Considering the combination of source coding and

user cooperation, [7] studied the performance in terms of

distortion exponent of a single description source encoder

transmitted with and without amplifyandforward cooperation

over a singlerelay channel.

From an endtoend communication point of view, it is

important to research the combination of diversity from the

relay channel with diversity generated at higher layers of

the communication stack. In this paper we approach this

problem by studying the asymptotic performance of several

diversity achieving schemes that communicate source and

channel coded traffic over relay channels. To study these

schemes, we compare their asymptotic performance by de

riving expressions for the distortion exponents. To configure

the different schemes under study, three types of diversity are

considered: source coding diversity, channel coding diversity,

and usercooperation diversity, implemented through amplify

andforward user cooperation. The analysis presented in this

paper can be easily extended to the decodeandforward pro

tocol, thus, it is omitted for brevity.

II. SYSTEM MODEL

We will consider systems that communicate a source signal

over a wireless relay. We will assume that communication

is performed over a complex, additive white Gaussian noise

(AWGN) fading channel. Denoting by I the maximum average

mutual information between the channel input and output, for

the channel under consideration I = log(1+|h|2SNR), where

h is the fading value [8]. The probability of the channel not

being able to support a rate R is called the outage probability

and is given by Po = Pr[I < R]. For the channel under

consideration it will be convenient to work with the random

function eI (instead of I), which has a cumulative distribution

function (cdf) FeI that can be approximated at high SNR as
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[1]

FeI (t) ≈ c

(

t

SNR

)p

. (1)

Both c and p are modeldependant parameters. For example,

for the case of Rayleigh fading we have p = 1 and c depends

on the channel variance.

We consider a multimedia communication system consisting

of a source, a source encoder and a channel encoder. The

source samples are fed into the source encoder for quantization

and compression. The output of the source encoder are fed

into a channel encoder which outputs N channel inputs. For

K source samples and N channel inputs, we denote by β �
N/K, the bandwidth expansion factor or processing gain. We

assume that K is large enough to average over the statistics of

the source but N is not sufficiently large to average over the

statistics of the channel, i.e., we assume block fading wireless

channel. In this paper we are specifically interested in systems

where the source signal average endtoend distortion is the

figure of merit. Thus, performance will be measured in terms

of the expected distortion E[D] = E[d(s, ŝ)], where d(s, ŝ) =
(1/K)

∑K
k=1 d(sk, ŝk) is the average distortion between a

sequence s of K samples and its corresponding reconstruction

ŝ and d(sk, ŝk) is the distortion between a single sample sk

and its reconstruction ŝk. We will assume d(sk, ŝk) to be

the meansquared distortion measure. Following the fading

channels assumption, we will be interested in studying the

system behavior at large channel signaltonoise ratios (SNRs)

where system performances can be compared in terms of the

rate of decay of the endtoend distortion. This figure of merit

called the distortion exponent, [1], is defined as

∆ � − lim
SNR→∞

log E[D]

log SNR
. (2)

Let the input to the system be a memoryless source. Each

sample is first fed into a source encoder. We will consider two

types of source encoders: a single description (SD) and a dual

description source encoder, i.e. the source encoder generates

either one or two coded descriptions of the source.

The performance of source encoders can be measured

through its achievable ratedistortion (RD) function, which

characterizes the tradeoff between source encoding rate and

distortion. The RD function for SD source encoders is fre

quently considered to be of the form R = (1/c2) log(c1/D),
where R, the source encoding rate, is measured in nats per

channel use. This form of RD function is a good approxi

mation in the highresolution limit [9]. In this case, the RD

function can be approximated without loss of generality, as

[3],

R =
1

2β
log

( 1

D

)

. (3)

For multiple description (MD) source encoders, the RD

region is only known for the dual description source encoders

[3]. In dual description encoders, source samples are encoded

into two descriptions. Each description can either be decoded

independently of the other, when the other is unusable at

(a)

(b)

Source transmits

Source Destination

ds
h

,

sx

rN

Fig. 1. No diversity (direct transmission) system (a) system model (b) time
frame structure.

the receiver, or combined to achieve a reconstruction of the

source with a lower distortion, D0, when both descriptions are

received correctly. This fact is reflected in the corresponding

RD function. Let R1 and R2 be the source encoding rates of

descriptions 1 and 2, respectively, and Rmd = R1 + R2. All

the schemes we will consider in this work present channels

with the same statistics for each description. Therefore, it will

be reasonable to assume R1 = R2 = Rmd/2. Under this

condition, it was shown in [1] that the following bounds can

be derived

(4D0D1)
−1/(2β) � eRmd � (2D0D1)

−1/(2β), (4)

where the lower bound requires D0 → 0 and the upper bound

requires also D1 → 0.

In the case of the high distortion scenario, D1 +D2−D0 >
1, the RD function equals

Rmd =
1

2β
log

( 1

D0

)

. (5)

III. RELAY CHANNELS

In this section, we study the distortion exponents of a

relay channel when using the amplifyandforward cooperation

protocol. We consider the single and M relays repetition

channel coding diversity, the 2 relays channel coding diversity,

and source coding diversity. We consider the channel coding

diversity for the case of having two relays for fair comparison

with the source coding diversity since the RD is known only

for dual description source coding.

For comparison purposes, we consider the case when the

source transmits a single description source coded message

over the sourcedestination channel without the help of any

relay node. The system is shown in Fig. 1. In this case, the

distortion exponent is given by [1] as

∆NO−DIV =
2pβr

p + 2βr
, (6)

where βr = Nr/K and Nr is the number of channel uses for

the source block (refer to Fig. 1).

A. Single Relay

Consider a system comprising of a source, a relay, and a

destination as shown in Fig. 2. Transmission of a message is

done in two phases. In phase 1, the source sends its informa

tion to the relay node and the destination. The received signals
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at the relay and destination nodes are given, respectively, by

ys,r = hs,r1

√
Pxs + ns,r1

ys,d = hs,d

√
Pxs + ns,d,

(7)

where hs,r1
is the channel gain between the source and the

relay node, hs,d is the channel gain between the source and the

destination, P is the source transmit power where E[‖xs‖2] =
1, ns,r1

(ns,d) is the noise at the relay (destination) node

modeled as zero mean circularly symmetric complex Gaussian

noise with variance N0/2 per dimension, and xs is the

transmitted source symbol.

In phase 2, the relay normalizes the received signal by

the factor α1 ≤
√

P
P |hs,r1

|2+N0
[5] and retransmits to the

destination. The received signal at the destination in phase 2

is given by

yd = hr1,dα1yr1
+ nr1,d

= hr1,dα1hs,r1

√
Pxs + hr1,dα1ns,r1

+ nr1,d,
(8)

where nr1,d is the noise at the destination node and is modeled

as zero mean circularly symmetric complex Gaussian noise

with variance N0/2 per dimension. The mutual information

is maximized when α1 =
√

P
P |hs,r1

|2+N0
, i.e., satisfying

the power constraint with equality. We also assume that the

destination applies a Maximum Ratio Combiner (MRC) to

detect the transmitted signal from those received in each phase.

The mutual information of this system is given by [5]

I(xs, yd) = log

(

1 + |hs,d|2SNR+

+
|hs,r1

|2SNR|hr1,d|2SNR

|hs,r1
|2SNR + |hr1,d|2SNR + 1

)

,

(9)

where SNR = P/N0. At high SNR, we have

I(xs, yd)

≈ log

(

1 + |hs,d|2SNR +
|hs,r1

|2SNR|hr1,d|2SNR

|hs,r1
|2SNR + |hr1,d|2SNR

)

≈ log

(

|hs,d|2SNR +
|hs,r1

|2SNR|hr1,d|2SNR

|hs,r1
|2SNR + |hr1,d|2SNR

)

.

(10)

The distortion exponent of this system is given by the follow

ing theorem.

Theorem 1: The distortion exponent of the single relay

amplifyandforward scheme is

∆RC−1R−AMP =
2pβr

2p + βr
. (11)

Proof : Let W1 = |hs,d|2SNR and W2 =
|hs,r1

|2SNR|hr1,d|
2SNR

|hs,r1
|2SNR+|hr1,d|2SNR . The outage probability can be

calculated as

Poutage = Pr [log(1 + W1 + W2) < R(D)]

≈ Pr [W1 + W2 < exp(R(D))] .
(12)

W2 is the scaled harmonic mean of the sourcerelay and

relaydestination channels signaltonoise ratios1. To calculate

the distortion exponent let Z1 = |hs,r1
|2SNR and Z2 =

|hr1,d|2SNR. Assuming symmetry between the sourcerelay

and relaydestination channels, we have

FZ1
(t) ≈ c

(

t

SNR

)p

FZ2
(t) ≈ c

(

t

SNR

)p

,

(13)

where FZ1
(.) and FZ2

(.) are the cdf of Z1 and Z2, respec

tively. The scaled harmonic mean of two nonnegative random

variables can be upper and lower bounded as

1

2
min(Z1, Z2) ≤

Z1Z2

Z1 + Z2
≤ min(Z1, Z2). (14)

While the lower bound is achieved if and only if Z1 = Z2,

Z1 = 0, or Z2 = 0, the upper bound is achieved if and only

if Z1 = 0 or Z2 = 0. From (14) we have

Pr [min(Z1, Z2) < t] ≤ Pr [W2 < t] ≤ Pr [min(Z1, Z2) < 2t] .
(15)

Then we have

Pr [min(Z1, Z2) < t] = 2FZ1
(t) − (FZ1

(t))
2

≈ 2c

(

t

SNR

)p

− c2

(

t

SNR

)2p

≈ c1

(

t

SNR

)p

,

(16)

where c1 = 2c. Similarly, we have

Pr [min(Z1, Z2) < 2t] ≈ c2

(

t

SNR

)p

, (17)

where c2 = 2p+1c. From (16) and (17) we get

c1

(

t

SNR

)p

� FW2
(t) � c2

(

t

SNR

)p

, (18)

where FW2
(t) is the cdf of the random variable W2. The cdf

of W = W1 + W2 can be easily seen to be upper and lower

bounded as

c3

( w

SNR

)2p

� FW (w) � c4

( w

SNR

)2p

, (19)

where c3 and c4 are constants. The minimum expected distor

tion can now be computed as

E[D]

≈ min
D

{

Pr [W < exp(R(D))] + Pr [W ≥ exp(R(D))] · D
}

= min
D

{

FW (exp(R(D))) + [1 − FW (exp(R(D)))] · D
}

.

(20)

Note that (20) implicitly assumes that in the case of an outage

the missing source data is concealed by replacing the missing

1The scaling factor is 1/2 since the harmonic mean of two numbers, X1

and X2, is
2X1X2

X1+X2
.

This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the WCNC 2008 proceedings.



source samples with their expected value (equal to zero). Since

we assume unit variance source, the source distortion under

outage event equals 1. Using the bounds in (19), the minimum

expected distortion can be asymptotically upper and lower

bounded as

min
D

{

c3





D
−p

β′
r

SNR2p



 + D

}

� E[D] �

min
D

{

c4





D
−p

β′
r

SNR2p



 + D

}

,

(21)

where β′
r = N ′

r/K and N ′
r is the number of source node

channel uses (refer to Fig. 2). Differentiating the lower bound

and setting equal to zero we get the optimal distortion

D∗ =

(

βr

c3p

)

−β′

r
β′

r+p

SNR
−2β′

rp

β′
r+p . (22)

Substituting in (21), we get

CLBSNR
−

2β′

rp

β′
r+p � E[D] � CUBSNR

−
2β′

rp

β′
r+p , (23)

where CLB and CUB are constant terms that do not depend

on SNR. Hence, the distortion exponent is given as

∆RC−1R−AMP =
2β′

rp

β′
r + p

. (24)

For fair comparison we should have Nr = 2N ′
r from which

we have β′
r = 1

2βr. Substituting in (24) we get

∆RC−1R−AMP =
2βrp

βr + 2p
.� (25)

Asymptotically comparing the distortion exponents for the

case of no diversity and a single relay we have

lim
βr/p→∞

∆RC−1R−AMP

∆NO−DIV
= 2,

lim
βr/p→0

∆RC−1R−AMP

∆NO−DIV
=

1

2
.

(26)

Note that as βr/p increases (bandwidth increases) the system

becomes outage limited because the performance is limited

by the outage event. In this case, the single relay amplify

andforward system will achieve a higher distortion exponent

since it achieves diversity. Conversely, as βr/p tends to zero

(higher channel quality) the performance is not limited by

the outage event, but is limited by the source encoder quality

performance. A similar observation was made in [1] in com

paring the performance for parallel channels of selection and

multiplexed channel diversities.

The analysis can be easily extended to the case of M
amplifyandforward relay nodes using repetition coding. The

distortion exponent in this case is given by

∆RC−MR−AMP =
2(M + 1)pβr

2βr + (M + 1)2p
. (27)

The distortion exponent shows a tradeoff between the diversity

and the source encoder performance. Increasing the number of

(a)

(b)

Source transmits Relay retransmits

Source

Relay

Destination

'rN

drh ,1
1,rsh

'rN

sx sx

dsh ,

Fig. 2. Single relay system (a) system model (b) time frame structure.

relay nodes increases the diversity of the system at the expense

of using lower rate source encoder (higher distortion under no

outage). To get the optimal number of relays, Mopt, which

maximizes the distortion exponent, note that the distortion

exponent in (27) can be easily shown to be concave in the

number of relays. Differentiating and setting equal to zero,

we get

∂

∂M
∆SH−MR−AMP = 0 −→ Mopt =

{
√

2βr

p
− 1

}+

,

(28)

where {x}+ equals 0 if x is negative and equals x otherwise.

If Mopt in (28) is an integer number then it is the optimal

number of relays. If Mopt in (28) is not an integer, substitute

in (27) with the largest integer that is less than Mopt and

the smallest integer that is greater than Mopt and choose the

one that yields the higher distortion exponent as the optimum

number of relay nodes. From the result in (28) it is clear that,

for a fixed βr, the number of relays decreases as p increases.

For higher channel quality (higher p) the system performance

is limited by the distortion introduced by the source encoder

in the absence of outage. Then, as p increases, the optimum

number of relays decreases to allow for the use of a better

source encoder with lower source encoding distortion. In this

scenario, the system is said to be a quality limited system

because the dominant phenomena in the endtoend distortion

is source encoding distortion and not outage. Similarly, as βr

increases (higher bandwidth), for a fixed p, the performance

will be limited by the outage event rather than the source

encoding distortion. As βr increases, the optimum number of

relays increases to achieve better outage performance. In this

case, the system is said to be an outage limited system.

B. Channel Coding Diversity with 2 Relays

We consider a system consisting of a source, two relays

and a destination as shown in Fig. 3. The source transmits

two channelcoded blocks xs1
and xs2

to the destination and

the relay nodes. The first relay will only forward the block xs1

and the second relay will only forward xs2
as shown in Fig.

3. First, the mutual information for our system can be easily

shown to be given by

I ≈ log

(

|hs,d|2SNR +
|hs,r1

|2SNR|hr1,d|2SNR

|hs,r1
|2SNR + |hr1,d|2SNR

)

+ log

(

|hs,d|2SNR +
|hs,r2

|2SNR|hr2,d|2SNR

|hs,r2
|2SNR + |hr2,d|2SNR

)

.

(29)
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The distortion exponent of this system is given by the follow

ing theorem.

Theorem 2: The distortion exponent of the 2 relays channel

coding diversity amplifyandforward protocol is

∆RC−2R−CH−AMP =
3pβr

3p + βr
. (30)

Proof : Due to space limitations we will give a sketch of the

proof. To compute the distortion exponent we start with the

analysis of a suboptimal system at the destination node. This

suboptimal system will give a lower bound on the distortion

exponent. In the suboptimal system, the detector (suboptimal

detector) selects the paths with the highest SNR (the optimal

detector is the one that applies MRC on the received signals).

For example, for xs1
, it either selects the sourcedestination

link or the sourcerelaydestination link based on which one

has higher SNR. The distortion exponent of the suboptimal

system can be proved to be ∆SUBOPTIMAL = 3βrp
βr+3p . For

the optimal detector (the one using an MRC detector), the

distortion exponent satisfies

∆RC−2R−CH−AMP ≥ ∆SUBOPTIMAL =
3βrp

βr + 3p
. (31)

Next, we find an upper bound on the distortion exponent for

the optimal system. In this case, the mutual information in

(29) can be upper and lower bounded as

log(1 + 2W1 + W2 + W3)

≤ log (1 + W1 + W2) + log (1 + W1 + W3) ≤

2 log(1 + W1 +
1

2
W2 +

1

2
W3),

where W1 = |hs,d|2SNR, W2 =
|hs,r1

|2SNR|hr1,d|
2SNR

|hs,r1
|2SNR+|hr1,d|2SNR ,

and W3 =
|hs,r2

|2SNR|hr2,d|
2SNR

|hs,r2
|2SNR+|hr2,d|2SNR are nonnegative numbers.

The upper bound follows from the concavity of the log

function. Therefore, the outage probability Po of the optimal

system can be upper and lower bounded as

Pr[2 log(1 + W1 +
1

2
W2 +

1

2
W3) < R] ≤ Po ≤

Pr[log(1 + 2W1 + W2 + W3) < R].
(32)

From (32) we can easily show that

CL

exp
(

3pR
2

)

SNR3p
� Po � CU

exp(3pR)

SNR3p
,

(33)

where CL and CU are two constants that do not depend on the

SNR. Using (33), the minimum expected endtoend distortion

for the optimal system can be lower bounded as

E[D] � min
D

{

CL

exp
(

3pR
2

)

SNR3p
+

(

1 − CU
exp(3pR)

SNR3p

)

· D
}

≈min
D

{

CLD
−3p

4β′′
r

SNR3p
+ D

}

.

(a)

(b)

Source transmits

Source

Relay 1

Destination

drh ,11,rsh

Relay 2

2,rsh drh ,2

1s
x

Relay 2 retransmitsSource transmits

2sx

''rN ''rN''rN

Relay 1 retransmits

''rN

2s
x

1s
x

dsh ,

Fig. 3. Two relays system (a) system model (b) time frame structure.

Differentiating the lower bound and setting equal to zero we

get the optimizing distortion as

D∗ =

(

4β′′
r

3pCL

)

−4β′′

r
4β′′

r +3p

SNR
−12β′′

r p

4β′′
r +3p . (34)

substituting we get

E[D] � CLOSNR
−12β′′

r p

4β′′
r +3p , (35)

from which we can upper bound the distortion exponent of

the optimal system as

∆RC−2R−CH−AMP ≤ 12β′′
r p

4β′′
r + 3p

=
3βrp

βr + 3p
. (36)

Finally, from (31) and (36) we get

∆RC−2R−CH−AMP =
3βrp

βr + 3p
.� (37)

C. Source Coding Diversity with 2 Relays

We continue analyzing a system as in Fig. 3 but now we

assume that each of the two blocks sent from the source,

xs1
and xs2

, represents one description generated from a dual

descriptions source encoder. The first relay will only forward

the block xs1
and the second relay will only forward xs2

as

shown in Fig. 3. The distortion exponent of this system is

given by the following theorem.

Theorem 3: The distortion exponent of the 2 relays source

coding diversity amplifyandforward protocol is

∆RC−2R−SRC−AMP = max

[

2pβr

2p + βr
,

3pβr

4p + βr

]

. (38)

Proof : Due to space limitations we will give a sketch of the

proof. The minimum expected endtoend distortion can be

shown to be upper and lower bounded as

E[D] � min
D0,D1

cs1

SNR3p

(

1

4D0D1

)
3p

4β′′
r

+
cs2

SNR2p

(

1

4D0D1

)
p

2β′′
r

.D1 + D0

E[D] � min
D0,D1

cs1

SNR3p

(

1

2D0D1

)
3p

4β′′
r

+
cs2

SNR2p

(

1

2D0D1

)
p

2β′′
r

.D1 + D0,

(39)
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where cs1 and cs2 are two constants. Note that for p ≥ 2β′′
r

the minimum expected distortion increases as D1 decreases.

Hence, the optimal choice of D1 approaches a constant that

is bounded away from zero [1]. For D1 ≥ 1/2 the source

coding rate is given by (5) and not (4). The optimal system

in this case degenerates to the single relay system. Thus, the

distortion exponent is given by

∆RC−2R−SRC−AMP =
2pβr

2p + βr
, p ≥ 1

2
βr = 2β′′

r . (40)

For p < 2β′′
r , we can find the optimal value of D1 by

differentiating the lower bound in (39) and setting equal to

zero. Substituting the optimal value of D1 in the lower bound

in (39), we can get

E[D] � min
D0

C.D
− 3p

p+βr

0 .SNR− 3pβr
p+βr +D0, p <

1

2
βr, (41)

where, for fair comparison, we fix the total number of channel

uses and get β′′
r = 1

4βr. C is a constant that does not depend

on D0 and the SNR. Differentiating and setting equal to zero

we can get the expression for the optimizing D0 as

D∗
0 = C ′.SNR− 3pβr

4p+βr , p <
1

2
βr. (42)

Hence, from (42) we have

C ′
LBSNR− 3pβr

4p+βr � E[D] � C ′
UBSNR− 3pβr

4p+βr , p <
1

2
βr.

(43)

From (40) and (43) we conclude that the distortion exponent

for the source diversity system is given by (38) where the

second term in (38) is the maximum for the case p < 1
2βr.�

Fig. 4 compares the distortion exponent for the various

systems as a function of βr for the relay channel. From

Fig. 4 it is clear that the channel coding diversity gives

better distortion exponent than the source coding diversity. A

similar observation was made in [1] for the case of parallel

channels. Note that as βr increases, the factor that limits the

distortion exponent performance is the diversity (number of

relays nodes). In this case (high βr), the system is said to

be an outage limited system as the outage probability, rather

than the quality of the source encoder, is the main limiting

factor in the endtoend distortion. Fig. 4 shows that in this

scenario, the distortion exponent performance is improved by

increasing diversity by increasing the number of relays. At low

βr the system is said to be quality limited as the quality of

the source encoder (distortion under no outage), rather than

the outage probability, is the main limiting factor in the end

toend distortion. In this case, the gain from using a better

source encoder, that has a higher resolution, is more significant

than the gain from increasing the number of relay nodes.

Fig. 4 shows that in this scenario, the distortion exponent

performance is improved by using direct transmission allowing

for the use of a higher resolution source encoder.

IV. CONCLUSION

In this paper we have studied the performance limit of

systems that may present diversity in the form of source

coding, channel coding and user cooperation diversity and
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their possible combinations. The presented study focused on

analyzing, for the relay channel, the achievable performance

limits, which was measured in terms of the distortion expo

nent. Our results show that channel coding diversity provides

better performance, followed by source coding diversity. For

the multinode amplifyandforward protocol, based on repeti

tion coding, we showed that as the bandwidth expansion factor

increases, the distortion exponent is improved by increasing

the number of relays because user cooperation diversity is the

main limiting factor. In these cases, the system is said to be

an outage limited system. Therefore, in this case it is better

to cooperate with more relays which results in minimizing

the outage probability and, consequently, minimizing the end

toend distortion. At low bandwidth, it is better to use direct

transmission instead of cooperating with relay nodes, because

it allows the use of higher resolution source encoder.
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