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Abstract— In this paper, a new multiple access approach is
proposed that takes into account the broadcast nature of the
wireless channel. The new approach employs a relay to boost
the system throughput. This approach is based on a new idea
in which the relay utilizes the empty time slots available in a
TDMA frame. The relay stores the packets that failed transmis-
sions in previous time slots. At each time slot, the relay listens to
the channel and retransmits the packet at the head of its queue
if the channel is free. This will better utilize the channel re-
sources and will introduce on-demand spatial diversity into the
network. Two different protocols are proposed to implement
this new multiple-access scheme. The stability criteria of the
associated queueing systems are studied and analytical expres-
sions for the maximum stable throughput are provided for the
symmetrical users case. Numerical results indicate a significant
increase in the maximum stable throughput by using the new
multiple-access protocol over pure TDMA.

I. INTRODUCTION

Over the past few decades, wireless communications and
networking have witnessed an unprecedented growth. The
growing demands require very high data rate and consider-
ably large coverage areas, especially for cellular networks.
This poses challenges in the deployment of wireless net-
works. Increasing the transmitting power and/or increasing
the number of base-stations (BS) or access points (AP) can
provide solutions to this challenge. It is obvious, however,
that these solutions are not preferable as the power of the
wireless terminals is usually limited, and building more base-
stations or access points is costly.

Relay-based wireless networks have been discussed as
possible solution for these future demands in [1]. R. Pabst et
al. [1] have envisioned that incorporating fixed (or moving)
relays in the network might be a necessary modification in
the wireless network architecture to meet the desirable high
throughput and coverage required for future applications. In
recent standards, fixed relays (usually called wireless routers
in the Mesh network terminologies) are a characteristic fla-
vor of Mesh networks [2] which introduce a special hierarchy
in wireless networks. This motivated us to study the imple-
mentation of new multiple-access protocols for relay-based
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wireless networks. From the information theoretic perspec-
tive, the relay channel has been first addressed in the seminal
work by Cover and El-Gamal [17]. Recently, the concept of
cooperative diversity has gained a lot of interest [3], [4], [5],
[6], [7], [8]. In cooperative diversity, one or more relays co-
operate with a source node to help in forwarding its data to a
destination. This can achieve spatial diversity as the data is
transmitted via spatially independent channels. In [9], [10],
Maric and Yates applied the concept of cooperation in multi-
casting and broadcasting to maximize the network life time.

In this paper, we study the employment of relays in imple-
menting new multiple access schemes under a TDMA frame-
work. We introduce a new approach for multiple access in
which the relay utilizes the empty time slots in a TDMA
frame to retransmit the failed transmitted packets. More
specifically, the relay stores the packets that were not received
correctly by the AP in its queue. At the beginning of each
time slot, the relay listens to the channel and if the time slot is
empty the relay transmits the packet at the head of its queue.
This new multiple-access (MA) approach thus jointly designs
the physical and MA layers in a cross-layer fashion. We pro-
pose two protocols S1 and S2 to implement this idea. In this
work, we only consider the symmetric users case in which
users have the same data arrival rates and channel statistics.
We study the stability criteria for the corresponding system
of queues and accordingly characterize the maximum stable
throughput that can be achieved by these new MA protocols.
The maximum stable throughput of one of the two proposed
MA protocols significantly exceeds that of pure TDMA. This
also translates into smaller overall system delay. We con-
jecture that the total stability region of TDMA is contained
inside the stability region of protocol S1, but we defer this
study to a further work due to space limitations.

The rest of the paper is organized as follows. The system
model is described in Section II. The new MA approach and
the two proposed protocols are introduced in Section III. Nu-
merical results for the theoretically calculated maximum sta-
ble throughput are addressed in Section IV, and finally con-
clusions are drawn in the same section.
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II. SYSTEM MODEL

We consider the uplink of a TDMA system in which N
users are trying to communicate with an AP or a BS. Time
is slotted, and each user is assigned a certain time slot. We
assume a symmetric finite user scenario (N < ∞) with in-
finite buffer length and packets arrival rate with mean λ/N .
The arrival process follows a Bernoulli process. The wireless
channel between any two nodes in the network is modeled as
a Rayleigh flat fading channel with additive Gaussian noise.

As mentioned in the Introduction, we consider the avail-
ability of a fixed relay/wireless router (WR) that belongs to
the infrastructure of the network, and we study the utilization
of this relay to enhance the system performance. The perfor-
mance here is measured by the maximum stable throughput
that can be achieved by the network. The maximum stable
throughput can be defined as follows.

Definition 1: The maximum stable throughput λMST is
defined as the supremum of the stable data arrival rates, i.e.,
the system is stable if and only if the data arrival rate λ is
smaller than λMST . Stability will be rigorously defined later.

Next, we model the signal received at any receiving termi-
nal. Denote the set of transmitting nodes by T = {i,WR :
1 ≤ i ≤ N}, which consists of the N users and the WR.
Also denote the set of receiving nodes by R = {WR,AP}
which consists only of the WR and AP. The signal received
at a receiving end can be modeled as

yij =
√

Phijxi + nij , i ∈ T , j ∈ R, i �= j, (1)

where P is the transmitting power assumed the same for all
transmitting terminals, hij is the channel gain between nodes
i and j and is modeled as a zero mean, circularly symmet-
ric complex Gaussian random variable. The variance of the
channel gain takes values σ2

s , σ2
sr, σ

2
r which corresponds to

the user-AP, user-WR(relay), and WR(relay)-AP links, re-
spectively. The term xi denotes the transmitted packet with
unit power, and nij denotes the additive white Gaussian noise
with zero mean and variance No.

From (1), the received signal-to-noise ratio (SNR) of a sig-
nal transmitted between two terminals i, j can be calculated
as

SNRij =
| hij |2 P

No
. (2)

In this paper we characterize the success or failure of a packet
reception by the outage event. Outage is defined as the
event that the received SNR falls below a certain threshold
γ, hence, the probability of outage PO is defined as,

PO = P(SNRij ≤ γ). (3)

The SNR threshold γ is determined according to the appli-
cation and the transmitter/receiver structure. If the received
SNR is higher than the threshold γ, the receiver is assumed to
be able to decode the received message with negligible prob-
ability of error. If an outage occurs, the packet is considered

lost. This is equivalent to the capture model with the differ-
ence that the transmitted packets do not encounter interfer-
ence from other users in our system [14], [13]. From (2), the
outage probability in (3) can be calculated as follows

PO = 1 − exp(− γ

SNR
), (4)

where SNR ∈ {SNRs = Pσ2
s

No
, SNRsr = Pσ2

sr

No
, SNRr =

Pσ2
r

No
} according to the transmitting and receiving ends.

III. PROTOCOLS DESCRIPTION

In a pure TDMA system, if a user does not have a packet
to transmit, his time slot remains idle, i.e., wasted channel re-
sources. In the presence of a relay in the network, we can em-
ploy this relay to better utilize the channel resources. In this
section, we introduce a novel multiple access approach based
on employing relays in the wireless network. We describe
two practical protocols to implement this novel approach and
analyze their performance in terms of the maximum stable
throughput. We will refer to these two protocols by S1 and
S2.

First, we introduce the new multiple access approach. The
relay, or WR, receives the packets transmitted by the users
to the AP. In case of the event that the packet is not received
correctly by the AP, the WR stores this packet in its queue,
if the WR was able to decode this packet correctly. Hence,
the WR’s queue contains packets that have failed transmis-
sion. At the beginning of each time slot, the WR senses the
channel to check whether the time slot is empty or not. If the
time slot is empty the WR will retransmit the packet at the
head of its queue, hence utilizing this channel resource that
was previously wasted in pure TDMA. Moreover, this intro-
duces spatial diversity in the network as the channel fades be-
tween different nodes in the network are independent. Next,
we will introduce two protocols to implement this new idea
and compare their performance in terms of the maximum sta-
ble throughput, and also compare their performance to that of
TDMA.

A. Protocol S1: Implementation and Analysis

The main characteristic of protocol S1 is that when a user
has a failed transmission in his time slot, and given that the
WR was not able to deliver this packet during the rest of the
TDMA frame and the turn comes again to this user, then this
user retransmits this failed packet again even if he/she has
new packets waiting transmission. To better understand the
operation of this protocol we summarize it in the following
steps.

• Time is slotted and TDMA is utilized for multiple ac-
cess.

• At the beginning of a time slot, if a user has a new packet
to transmit and has no backlogged packets then the user
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transmits this packet to the AP. Due to the broadcast na-
ture of the wireless channel, the WR can also receive the
transmitted packet with certain success probability.

• If the packet is not received correctly by the AP, then the
AP is going to feedback a negative acknowledgement
(NACK) declaring the packet’s failure. In this case, if
the WR was able to receive the packet correctly then it
stores this packet in its queue waiting for a retransmis-
sion.

• At the beginning of each time slot, the wireless router
senses the channel to check if there is a transmission, if
the channel is free then the wireless router transmits the
packet at the head of its queue.

• At the beginning of a time slot, if the corresponding user
has a failed transmitted packet, then the user is going
to retransmit this packet even if he has new packets to
transmit.

According to the above description of protocol S1, the WR’s
queue can at most have N backlogged packets, where N
equals the number of users in the system. This follows be-
cause according to the protocol, the WR can have at most
one packet from each user. Therefore, the WR’s queue never
overflows and the stability of the system is mainly determined
by the stability of the users’ queues.

Next we calculate the maximum stable throughput of pro-
tocol S1. Denote the size of the queues of the trans-
mitting nodes, set T , at any time t by the vector qt =
[qt

1, q
t
2, · · · , qt

WR]. We adopt the definition of stability used
in [11]

Definition 2: Queue i ∈ T of the system is stable, if

lim
t→∞P{qt

i < x} = F (x) and lim
x→∞F (x) = 1. (5)

If
lim

x→∞ lim
t→∞ inf P{qt

i < x} = 1, (6)

the queue is substable.
From the definition, if a queue is stable then it is also sub-
stable. If a queue is not substable, then it is unstable.

The multidimensional stochastic process qt is an irre-
ducible and aperiodic Markov chain with countable number
of states. According to the definition of stability, the Markov
chain is stable if and only if there is a positive probability for
every queue of being empty [16], i.e.,

lim
t→∞P{qi(t) = 0} > 0. (7)

If the arrival and departure processes of a queueing system
are strictly stationary, then one can apply Loynes’s theorem to
check for stability conditions [12]. This theorem states that,
if the arrival process and the departure process of a queueing
system are strictly stationary, and the average arrival rate is
less than the average departure rate, then the queue is stable;

if the average arrival rate is greater than the average depar-
ture rate then the queue is unstable. We will not consider the
boundary conditions in this work.

The system of queues in S1 are interacting. The reason be-
hind this is the fact that serving the failed packets of a certain
queue depends on how often the other queues empty. More
specifically, if we just have two users, i.e. N = 2, and one of
the two users’ queues was empty for a long time, then the WR
serves the lost packets from the other user more often. On
the other hand, if one of the two users queues never empties,
then the other user will never get served by the WR. Studying
stability conditions for interacting queues is a difficult prob-
lem that has been studied in the context of ALOHA systems,
i.e., random access systems [15], [16]. Rao and Ephremides
[15] introduced the concept of dominant systems to help find-
ing bounds on the stability region of a system of interacting
queues. This was studied in the context of random access,
and the dominant system was defined in a way to help de-
couple the interacting queues. The dominant system in [15]
was defined by allowing a set of users who have no packets to
transmit to continue transmitting dummy packets. In our sys-
tem S1, we define the dominant system in a different way that
suits the TDMA framework and the employed WR in order
to help decouple the interaction of the queues and hence ana-
lyze the system performance. We define the dominant system
for S1 as follows. For 1 ≤ j ≤ N , define S1

j as
• 1) Arrivals at queue i in S1

j is the same as S1.
• 2) The channel realizations hkl, where k ∈ T and l ∈ R,

for both S1
j and S1 are identical.

• 3) The noise generated at receiving ends of both systems
are identical.

• 4) The WR does not serve the first j queues in S1
j .

Conditions 1, 2, and 3 guarantee that the decisions made at
the receiving ends of both systems are identical, i.e., the se-
quence of failed packets detected at both systems are iden-
tical. Condition 4 means that the first j queues act as in a
TDMA system. The WR, however, can help the other users
j + 1 ≤ k ≤ N in the empty slots of the TDMA frame.

Now consider system S1
N in which the WR does not help

any of the users, i.e., pure TDMA. It is clear that the queue
sizes in this system are never smaller than those in the original
system S1. For S1

N , the success probability of transmitting a
packet is given by 1

Ps(S1
N ) = P(SNR ≥ γ) = exp(− γ

SNRs
). (8)

The service rate per user is thus given by

µ(S1
N ) =

1
N

exp(− γ

SNRs
), (9)

where 1
N is because the time is divided equally among the N

users. Since system S1
N acts as a pure TDMA system, the

1Note that in this paper we will only consider the dominant system S1
N as

we are only interested in the symmetrical data arrival case.
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queues are decoupled and hence the arrival process and de-
parture process of each of them is strictly stationary. Apply-
ing Loynes theorem, the stability condition for S1

N is given
by λ/N < µ(S1

N ), or in other words

λ < exp(− γ

SNRs
). (10)

Next, let us consider the stability of S1. Since S1
N as de-

scribed before dominates S1, if S1
N is stable then S1 is also

stable. Therefore, for λ < exp(− γ

SNRs
) system S1 is stable.

On the other hand, if all the queues in S1
N are unstable, then

none of these queues ever empty, hence, the WR loses its role
and both systems S1 and S1

N are indistinguishable. There-
fore, if we have λ > exp(− γ

SNRs
) then all the queues in S1

N

are unstable and accordingly system S1 is unstable. There-
fore, the maximum stable throughput for system S1 can be
summarized in the following theorem.

Theorem 1: The maximum stable throughput λMST (S1)
for system S1 is equal to that of a pure TDMA system and is
given by

λMST (S1) = exp(− γ

SNRs
). (11)

Although the maximum stable throughput for system S1 is
equal to that of pure TDMA, we conjecture that the total sta-
bility region of a TDMA system is contained inside that of
system S1. We will study this in more details in a future
work.

B. Protocol S2: Implementation and Analysis

The main difference between protocols S1 and S2 is in
the role of the WR and the behavior of the users’ regarding
their backlogged packets. More specifically, we describe the
implementation of S2 in the following steps. For clarity of
presentation, and without loss of generality, let us consider a
test user who has a new packet to transmit and who does not
have any backlogged packets

• At the beginning of this test user’s time slot, the user will
transmit the new packet he has and both the WR and the
AP receive it. If the packet is received correctly by the
AP then it sends back an ACK and the packet is released
from both the WR’s and the user’s queues, otherwise
the AP sends back a NACK. In case of the later event, if
the WR was able to receive the packet correctly then it
stores the packet in its queue and sends back an ACK.

• If an ACK is received back from either the AP or the
WR, then the test user releases this packet completely
from his queue.

• At the beginning of each time slot, the WR senses the
channel to decide whether or not a new transmission is
taking place. If not, then the WR transmits the packet at
the head of his queue.

• In the next test user’s time slot, if the test user has a new
packet to transmit then he transmits this packet whether
or not he has any backlogged packets stored at the WR.

It is clear from the above description of the protocol im-
plementation that once any packet is received correctly by the
AP and/or the WR, then the corresponding user forgets com-
pletely about this packet. The packets which have not been
correctly received by the AP but correctly received by the
WR are the WR responsibility. The WR serves these packets
in the empty time slots of the users. One can now figure out
the differences between the queues in system S1 and S2:

• i) The WR’s queue can grow without limit in S2 as it
can have more than one packet from each user, however,
it can not exceed size N in S1.

• ii) The user’s queues in S2 are not interacting as the case
in S1. This is because the user forgets about the pack-
ets which were received correctly by the WR and they
are released from his queue. In other words, servicing
the queue of any user depends only on the channel con-
ditions from that user to the AP and WR, and does not
depend on the status of the other users’ queues.

Now we study the stability of system S2. System S2 is sta-
ble if and only if the queues qt = [qt

1, q
t
2, ·, qt

N , qt
WR] are sta-

ble. This means that for stability we require both the N users’
queues and the WR’s queue to be stable. Hence, in general,
the stability region of the whole system is the intersection of
the stability regions of the N users and the WR. Since in this
paper we are only interested in the maximum stable through-
put, we will calculate the maximum stable throughput of the
N users’ queues and the WR queue and find the minimum of
both.

First, we calculate the maximum stable throughput of the
N users’ queues. According to the operation of system S2, a
user succeeds in transmitting a packet if either the AP or the
WR receives this packet correctly. The success probability of
a user in S2 Ps,U (S2) can thus be calculated as

Ps,U (S2) = P(E1 ∪ E2), (12)

where E1 denotes the event that the WR received the packet
successfully, and E2 denotes the event that the AP received
the packet successfully. Similar to the calculations of the suc-
cess probability of system S1, the success probability of the
users in S2 can be calculated as

Ps,U (S2) = exp(− γ

SNRs
) + exp(− γ

SNRsr
)

− exp(− γ

SNRs
) exp(− γ

SNRsr
).

(13)

The maximum stable throughput of the N users’ queues in
S2 is thus given by

λMST (S2, U) = exp(− γ

SNRs
) + exp(− γ

SNRsr
)

− exp(− γ

SNRs
) exp(− γ

SNRsr
).

(14)
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Now, we calculate the maximum stable throughput of the
WR. The arrival rate to the WR depends on the packets trans-
mitted by the users and not successfully received by the AP
given that the WR was able to correctly receive them. There-
fore, the arrival rate to the wireless router per TDMA frame
is given by

λWR =
λ

Ps,U (S2)

(
1 − exp(− γ

SNRs
)
)

exp(− γ

SNRsr
),

(15)
where λ/Ps,U (S2) accounts for the probability of having the
users’queues not empty, i.e., has a packet to transmit; λ is
the total arrival rate for the N users in the system. The ser-
vice rate of the WR depends on when the N users queues are
empty. The probability of having a user empty is given by
[18]

P(empty user) = 1 − λ

Nµ(S2, U)
, (16)

where λ/N is the arrival rate per user, and µ(S2, U) is the
service rate per user and is given by

µ(S2, U) =
1
N

Ps,U (S2), (17)

where Ps,U (S2) is the success probability of a user and is
defined in (13). Now, we calculate the average service rate of
the WR. The WR services the lost packets in the empty time
slots available, and this happens with rate

µWR = (1 − λ

Ps,U (S2)
) exp(− γ

SNRr
). (18)

which is the average number of empty time slots per frame
multiplied by the probability of successfully transmitting a
packet from the WR to the AP. It could be shown that a suf-
ficient condition for the stability of the WR’s queue is that its
arrival rate is less than its average success probability [15].
Hence, the maximum stable throughput for the WR satisfies
the following inequality

λ

Ps,U (S2)

(
1 − exp(− γ

SNRs
)
)

exp(− γ

SNRsr
) <

(1 − λ

Ps,U (S2)
) exp(− γ

SNRr
)

(19)

Solving the above inequality, the maximum stable throughput
for the WR can be given by

λMST (S2,WR) =
exp(− γ

SNRr
)Ps,U (S2)

Φ
, (20)

in which

Φ = exp(− γ

SNRr
) + exp(− γ

SNRsr
)
(

1 − exp(− γ

SNRs
)
)

,

(21)

where Ps,U (S2) is given by (13).
Having calculated the maximum stable throughput of the

users and WR in system S2, given by (14) and (20), respec-
tively, the maximum stable throughput of system S2 is spec-
ified by the following theorem.

Theorem 2: The maximum stable throughput for system
S2 is determined by the minimum of the maximum stable
throughputs of the users’ queues and the WR as follows

λMST (S2) = min
(
λMST (S2, U), λMST (S2,WR)

)
.
(22)

where λMST (S2, U) is the maximum stable through-
put of the users’ queues and is specified in (14), and
λMST (S2,WR) is the maximum stable throughput of the
WR and is specified in (20).

IV. NUMERICAL RESULTS AND CONCLUSIONS

We plot the analytical expressions derived for the maxi-
mum stable throughput for some practical systems values.
The relay is taken at half the distance between the user and the
AP, and the propagation constant is equal to 3. For a N = 10
users system and for a SNR threshold of γ = 3, 10dB,
Fig. 1 depicts the comparison between the maximum sta-
ble throughput of the users’ queues and the WR’s queue. The
figure reveals that the WR’s queue is the bottleneck for sys-
tem S2 and not the users. Fig. 2 depicts the maximum stable
throughput for systems S1 and S2. Note that system S1 is
identical to a TDMA system for the symmetrical case only.
This figure reveals that the maximum stable throughput for
system S2 is significantly larger than that of system S1 or
equivalently TDMA. For some SNR values, there is a 150%
increase in the Maximum stable throughput via employing
system S2 over S1 or TDMA. Note also from Fig. 2 that
by decreasing the SNR threshold to 3dB, which means a re-
ceiver with much more powerful signal processing capabili-
ties, the gap between the maximum stable throughput of sys-
tems S2 and pure TDMA reduces. This is due to the fact
that by increasing the complexity of the receiver architecture
or the applied signal processing and coding techniques in the
signal design, the probability of losing a packet decreases,
hence, reducing the role of the relay. This can be thought of
as a tradeoff between the MA and physical layer capabilities
which emphasizes the importance of the cross-layer design
framework for wireless networks..

In this paper, we have introduced a new approach for de-
signing multiple-access protocols for relay-based wireless
networks. The new approach employs the relay in utilizing
the empty time slots in a TDMA frame to forward the pack-
ets failed in previous transmissions. This improves the uti-
lization of channel resources which are otherwise wasted un-
der a pure TDMA framework. The proposed approach also
provides spatial diversity by allowing spatially separated ter-
minals in forwarding the data. We proposed two practical
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Fig. 1. Maximum stable throughput for the two systems of queues in pro-
tocol S2: the users’ queues and the WR queue. The horizontal axis denotes
the signal-to-noise ratio. The number of users equals 10 and γ = 0, 10dB.
The WR queue is the bottleneck for the whole system throughput as can be
deduced from the curves.

protocols S1 and S2 to implement the new idea. We also an-
alyzed the stability of the queueing systems under both pro-
tocols and provided analytical expressions for the maximum
stable throughput that is achieved by each protocol. Numer-
ical results indicate a significant increase in the maximum
stable throughput by applying one of the new protocols over
pure TDMA.

In this work, we only considered the symmetrical users’
case in which users have the same data arrival rate and the
same channel statistics. Future work include the study of
asymmetric data arrival rates and channel statistics. This
study will lead into characterizing the stability region of the
proposed approach. At this point we conjecture that the sta-
bility region of pure TDMA is contained in the stability re-
gion of protocol S1.
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