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Abstract— In this paper, we study the impact of cooperative
routing for maximizing the network lifetime in sensor network
applications. We assume nodes in the network are equipped with
a single omnidirectional antenna and they perform cooperative
transmission to achieve transmit diversity. We propose a joint
cooperative transmission and energy aware routing algorithm to
prolong the network lifetime. In contrast to the previous works,
our approach uses the maximum lifetime power allocation, instead
of minimum power allocation. Using the maximum lifetime power
allocation, the cooperative nodes allocate their transmit power
according to the channel condition and the residual energy in the
nodes. Our proposed scheme combines the maximum lifetime power
allocation and the energy aware routing to maximize the network
lifetime. We study the performance of the cooperative routing in
terms of network lifetime (defined as the time until the first node
dies) and the total delivered packets before the first node dies.
We demonstrate that the proposed solution achieves 1 ∼ 3.5 and
1 ∼ 2 times longer network lifetime and more total delivered packets
compared to noncooperative routing, when it is used with MTE
and FA algorithms, respectively. Furthermore, the maximum lifetime
power allocation achieves 1 ∼ 2 times longer lifetime, compared to
minimum power allocation in MTE and FA routing schemes. We
also provide distributed implementation of the proposed algorithm.

I. INTRODUCTION

Advances in low power integrated circuit devices and com-
munications technologies have enabled the deployment of low-
cost, low power sensors that can be integrated to form sensor
networks. This sensor network has vast important applications
and has been identified as one of the most important technologies
nowadays. The deployment of the low cost and energy limited
sensors implies that the energy efficient communication protocol
is imperative to extend the lifetime of the network. The problem
of energy efficient protocol can be approached from different
communication layers; from physical layer, data-link layer, MAC
layer, network layer to the application layer. Moreover, the cross
layer approach has been shown to be an effective energy saving
method in the energy constrained communication [1], [2]. In ad
hoc networking environment, most of the energy consumption
is due to the packet transmission [3]. Motivated by this fact,
we focus on the cross layer approach by jointly design the
energy efficient routing algorithm in network layer and the energy
efficient signal combining in physical layer.

The energy efficient routing and transmit diversity have been
studied separately in the literatures. The transmit diversity, pi-
oneered by Alamouti’s paper [4] shows the significant perfor-
mance gain can be achieved in the multiple-input-multiple-output
(MIMO) systems. However, multiple antennas in a sensor node
may be impractical due to the cost. To overcome this problem,
the cooperative communication concept has been recently pro-
posed [5]. This cooperative communication explores the broadcast
nature of the wireless medium, where signal transmitted by a
node will be received by all nodes within its transmission range.

This property is usually referred to as the wireless broadcast
advantage. In the multi-hop transmission, nodes that have received
the transmitted signal will cooperatively help relaying and form
a virtual multi antenna system. This virtual multi antenna system
achieves significant performance gain as in the MIMO system.

There are many existing energy efficient routing algorithms
in the literatures. The minimum total energy routing (MTE) [6]
algorithm selects the route that minimizes the total transmis-
sion energy along the route. The min-max battery cost routing
(MMBCR) algorithm [7] chooses the route to avoid the overuse
of nodes along the minimum total energy route. However, the
MMBCR route is far from the energy efficient route. To overcome
the problem, [8] proposed a heuristic called flow augmentation
(FA) algorithm that gradually makes transition from MTE to
MMBCR. However, all existing energy efficient algorithms do not
jointly utilize the cooperative transmission and energy efficient
routing in performing routing decision. In [9], a joint cooperative
communication and routing algorithm is proposed with the goal
of minimizing the route energy.

In this paper, we propose a cooperative routing algorithm to
maximize the network lifetime. The proposed scheme combines
the cooperative transmission and the energy aware routing algo-
rithm. To maximize the network lifetime, we propose maximum
lifetime power allocation in the cooperative transmission. The
maximum lifetime power allocation allocates transmit power in
each node according to the channel condition and the normalized
remaining energy in the node. We argue and demonstrate that
using this criterion along with any energy aware routing algorithm
(such as MTE and FA algorithms) results in longer network
lifetime. We show the effectiveness of our proposed method
through extensive simulations. The remaining of the paper is
organized as follows. Section II describes the system model,
reviews the existing energy aware routing algorithm and the
cooperative link cost formulation. In Section III, we derive and
explain the proposed maximum lifetime power allocation in
cooperative transmission. We also discuss the joint cooperative
transmission and energy aware routing scheme. The possible
distributed implementation of the proposed cooperative routing
is presented in Section IV. The performance of our proposed
algorithm is evaluated in Section V. Finally, conclusions are
drawn in Section VI.

II. SYSTEM MODEL

We model the wireless network as an undirected simple finite
graph G(V,E), where V is the set of nodes in the network and
E is the set of all links/edges. The link (i, j) ∈ E implies that
node j ∈ Si can be directly reached by node i with a certain
transmit power level in the predefined dynamic range, where Si

is the set of nodes that can be directly reached by node i. We
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assume that every node has the initial battery energy of Ei for
∀i ∈ V . Every packet transmission consumes energy. The energy
expenditure for transmission from node i to j is proportional to
d(i, j)α, where d(i, j) is the distance between node i and j, α is
between 2 ∼ 4 and it depends on the transmission environment
[10]. In this paper, we assume α = 2 as the path loss exponent for
free space propagation. In the rest of this section, we summarize
the existing energy-aware routing algorithms and the link cost
formulation in cooperative transmission.

A. Energy-aware routing

The MTE routing uses the transmission energy consumed in
the node as the link cost between that node and its neighbors.
If we consider a route r = {n0, · · · , nd}, where n0 is the
source node and nd is the destination node. Let denote the
energy consumed in transmitting packet over the hop (ni, nj)
as e(ni, nj), then the total expended energy in that route is
P (r) =

∑d−1
i=0 e(ni, ni+1). The MTE routing selects the route

among all routes that minimizes the total expended energy in the
route

r∗MTE = arg minr∈R(n0,nd)P (r), (1)

where R(n0, nd) is the set of routes from source node n0 to
destination node nd.

The FA algorithm is similar to the MTE routing algorithm,
except it weighs the energy consumed over one hop by the nor-
malized residual energy. In particular, the FA algorithm employs
e(ni, nj)x1E−x2

ni
Ex3

ni
as the energy metric over the hop (ni, nj),

where Eni
is the residual energy of node ni at current time

and Eni
is the initial energy of node ni, and x1, x2, x3 are

parameters that govern the effect of normalized residual energy.
Therefore, the total weighted energy expended in a route is
P (r) =

∑d−1
i=0 e(ni, ni+1)x1E−x2

ni
Ex3

ni
. And the algorithm selects

the route that minimizes the total weighted energy,

r∗FA = arg minr∈R(n0,nd)

d−1∑
i=0

e(ni, ni+1)x1E−x2
ni

Ex3
ni

. (2)

This metric gradually avoids the minimum energy path as the
residual energy of nodes along the minimum energy path is low.
We use (x1, x2, x3) = (1, 5, 5) throughout this paper.

B. Link cost formulation

Employing the cooperative transmission changes the link cost
for the routing algorithm. Let denote the transmitter set as Tx =
{t1, · · · , tn} and the receiver set as Rx = {r1, · · · , rm}. We
summarize the link cost in the following 4 transmission modes
[9].

1. Point-to-point, Tx = {t1}, Rx = {r1}: the received
signal is represented as

y(t) = βωs(t) + η(t), (3)

where β = d(t1, r1)−α/2 is the channel response,
d(t1, r1) is the distance between node t1 and r1, s(t) is
the unit-energy transmit signal, and η(t) is the additive
gaussian noise. The transmit power at the transmitter is
represented as P

T

= |ω|2 and the SNR at the receiver

side is γ = β2|ω|2
Pη

, where Pη is the noise variance. We
assume the receiver can correctly decode the received
signal if the receiver side SNR is above the minimum
threshold value, γmin. Therefore, the link cost in point-
to-point transmission is described as

L(t1, r1) = e(t1, r1) =
γminPη

β2
. (4)

2. Broadcast, Tx = {t1}, Rx = {r1, · · · , rm}: using the
wireless broadcast advantage, the cost for reaching the
receiver set Rx is the cost to reach the farthest receiver,
i.e.,

L(t1, Rx) = max{L(t1, r1), · · · , L(t1, rm)}. (5)

3. Cooperative, Tx = {t1, · · · , tn}, Rx = {r1}: the signal
at the receiver is

y(t) =
n∑

i=1

βi1|ωi|s(t) + η(t), (6)

where βi1 = d(ti, r1)−α/2. Using simple calculation,
the link cost/total power allocation can be obtained as

L(Tx, r1) =
1∑n

i=1
β2

i1
γminPη

. (7)

The energy consumption in each transmitter is presented
as

e(t1, r1) =
β2

i1γminPη( ∑n
i=1 β2

i1

)2 . (8)

4. Cooperative-Broadcast, Tx = {t1, · · · , tn}, Rx =
{r1, · · · , rm}: If we assume perfect synchronization
and channel estimation, the link cost for this mode of
transmission will be

L(Tx, Rx) = max

{
1∑n

i=1
β2

i1
γminPη

, · · · ,
1∑n

i=1
β2

im

γminPη

}
.

(9)
Suppose m∗ is the element with the highest link cost in
(9), the energy consumption in each of the transmitter
is

e(t1, Rx) =
β2

im∗γminPη( ∑n
i=1 β2

im∗
)2 . (10)

III. PROPOSED SOLUTION

A. Maximum lifetime power allocation

In this section, we propose a different power allocation that
takes into account the goal of the routing algorithm; that is
to maximize the network lifetime. We note that the flow aug-
mentation routing algorithm minimizes the total transmit power
in the route weighted by the normalized residual energy. By
weighting the energy metric with the normalized residual energy,
the route with extremely low residual node will be avoided.
Based on this concept, we re-derive the power allocation problem
in the cooperative transmission case and we refer the resulting
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Fig. 1: Exchange and Update Q-value

power allocation to as the maximum lifetime power allocation.
Specifically, we formulate the optimization problem as

min
n∑

i=1

Ei

Ei

|ωi|2

s.t.
|∑n

i=1 βi1ωi|2
Pη

≥ γmin. (11)

The above optimization problem minimizes the weighted total
power while ensuring the received SNR is larger than minimum
required SNR. Using the Lagrange multiplier method we have

L(ω1, · · · , ωn, λ) =
n∑

i=1

Ei

Ei

|ωi|2 − λ

( |∑n
i=1 βi1ωi|2

Pη
− γmin

)
,

(12)
Taking the partial derivatives, we have

∂L

∂ωi
= 2

Ei

Ei

ωi − 2
λβi1|

∑n
i=1 βi1ωi|
Pη

= 0, ∀i (13)

∂L

∂λ
=

|∑n
i=1 βi1ωi|2

Pη
− γmin = 0. (14)

Equivalently, (13) can be represented as

ωi =
Ei

Ei
λβi1

√
Pηγmin

Pη
. (15)

We note that we have use |∑n
i=1 βi1ωi|2 = Pηγmin to get (15).

Substituting (15) to (14), we get
n∑

i=1

Ei

Ei
λβ2

i1

√
Pηγmin

Pη
=

√
Pηγmin. (16)

Hence, we have

λ =
Pη∑n

i=1

(Ei

Ei

)
β2

i1

. (17)

This implies that (15) is equivalent to

ωi =
Ei

Ei
βi1

√
Pηγmin∑n

i=1

(Ei

Ei

)
β2

i1

, (18)

and the energy consumption of cooperative transmission in each
node using maximum lifetime criterion is

e(ti, r1) = |ωi|2 =

(Ei

Ei

)2
β2

i1Pηγmin[ ∑n
i=1

(Ei

Ei

)
β2

i1

]2 . (19)

This power allocation criterion (19) has the interpretation that
in addition to using the channel condition βi1 for power alloca-
tion, the node who has abundant residual energy will help more

Fig. 2: Cooperation transmission illustrated

on the cooperative transmission compared to the node with less
residual energy. In initial deployment, when all the sensor nodes
have abundant of residual energy, the criterion (19) practically
reduces to (8). We will show by simulation in Section V, that
the joint maximum lifetime power allocation and the maximum
lifetime routing algorithm can significantly extend the network
lifetime.

B. Joint maximum lifetime routing and power allocation

The simplest way to jointly consider the maximum lifetime
routing and the maximum lifetime power allocation is to select
the cooperating nodes along the noncooperative route [9]. The
obvious pros of this method are that it is simple and it is very
easy to design the distributed solution. The cooperative MTE and
cooperative FA algorithm are summarized in Table I and Table
II, respectively.

TABLE I: Centralized cooperative MTE-n

1. Find the minimum total energy route with edge cost as in (8)
2. Select the last n nodes in the MTE route to do cooperative

transmission.
3a. For minimum energy allocation, deduct the amount of energy

proportional to (8) from each of cooperating nodes.
3b. For maximum lifetime energy allocation, deduct the amount

of energy proportional to (19) from each of cooperating nodes.

TABLE II: Centralized cooperative FA(x1,x2,x1)-n

1. In every update time: find the maximum lifetime route with edge cost
between node i and j as e(i, j)x1E−x2

ni
Ex3

ni
. The optimal route is

denoted as r∗ = arg minr∈R(s,d)

∑d−1
i=0 e(ni, ni+1)x1E−x2

ni
Ex3

ni
.

2. Select the last n nodes in the FA route to do cooperative transmission.
3a. For minimum energy allocation, deduct the amount of energy

proportional to (8) from each of cooperating nodes.
3b. For maximum lifetime energy allocation, deduct the amount

of energy proportional to (19) from each of cooperating nodes.

IV. DISTRIBUTED COOPERATIVE ROUTING AND LEARNING

In this section, we develop a distributed method to implement
the maximum lifetime cooperative routing algorithm. The method
is based on the distributed reinforcement learning routing algo-
rithm [11]. The routing decision is learned by all nodes in the
network. Each node maintains the best packet delivery cost to all
the destinations. In particular, each node i maintains a table of
Q-values Qi(j, d), for j ∈ Si, where j is in the set of node i
neighbors, Si, and node d is the destination. The Qi(j, d) has the
interpretation of node i’s best estimated cost that a packet would
incur to reach its destination node d from node i when the packet
is sent via node i’s neighbor node j.

The value in the Q-table will be exchanged between node i
and j, whenever there is a packet is sent from node i and j, and
vice versa. The exchange mechanism is illustrated as in Figure 1.
Whenever node i transmits a packet P to node j, node j feedbacks
Qj(k∗, d) = mink∈N(j) Qj(k, d) to node i as shown in the figure.
The node i uses this value to update its own Q-value as follow

Qi(j, d) = (1 − δ)Qi(j, d) + δ[Qj(k∗, d) + c(i, j)], (20)
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Fig. 3: Random network with 36 nodes in 100 meter by 100 meter
area

where c(i, j) is the cost for sending packet from node i to node
j, and δ ∈ [0, 1] is the learning rate for the algorithm.

Since in this paper, the routing algorithms are driven for the
purpose of maximizing the network lifetime, then the cost of
sending a packet between node i and node j is related to the
energy consumption for sending the packet. In particular, the cost
of sending packet for MTE and FA routing algorithms are

[MTE]: c(i, j) = e(i, j), (21)

[FA(x1,x2,x3]: c(i, j) = e(i, j)x1E−x2
ni

Ex3
ni

, (22)

For MTE, Qi(j, d) represents the total energy consumption used
to delivery a packet from node i to node d via node i’s neighbor
node j. In contrast, Qi(j, d) in FA represents the total energy
consumption in delivering a packet from node i to d via j,
weighted by the normalized residual energy of nodes along the
route. We note that the entire route used for packet transmission is
appended to the header when doing the learning. After making the
next hop decision and before transmitting the packet, the node will
inform its previous n−1 nodes to do the cooperation based on the
route in the packet header. Figure 2 illustrates this situation where
node i has made the routing decision, but it has not transmitted
the packet P yet. At this time node i informs the n − 1 nodes
to engage in cooperation (n = 3 is shown in the figure). In this
way, the cooperative transmission also helps reducing the transmit
energy expended during the learning period.

V. SIMULATION RESULTS

We simulate the packet routing system as the discrete event
system. The topology of the simulated network is shown in Figure
3. The network consists 36 nodes, which uniformly deployed in an
100 meter by 100 meter area. The traffic is generated from node
21 to node 6 and node 32 to node 3. The packet arrival follows
the Poisson distribution and the number of packets introduced
per unit simulation time step is referred to as packet arrival rate
(traffic load), µ. Multiple packets generated at a node are stored in
its first-in-first-out queue. At every time step, each node removes
the packet in front of its queue and sends the packet to the next
hop according to the routing decision. When a node receives a
packet, it either queues the received packet at the end of its queue
or removes the packet from the network. The latter case happens
when the packet arrives at its destination. All the nodes in the
network initially have Ei = 100, ∀i ∈ V \ {21, 32} unit energy,

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

5500

Number of relays

N
et

w
or

k 
lif

et
im

e

Comparison of network lifetime for different routing algorithms 
                                           with/out cooperation                                            

MTE−MP µ=1.0

MTE−MP µ=2.0

MTE−MP µ=3.0

MTE−ML µ=1.0

MTE−ML µ=2.0

MTE−ML µ=3.0

FA(1,5,5)−MP µ=1.0

FA(1,5,5)−MP µ=2.0

FA(1,5,5)−MP µ=3.0

FA(1,5,5)−ML µ=1.0

FA(1,5,5)−ML µ=2.0

FA(1,5,5)−ML µ=3.0

Fig. 4: Network lifetime

except node 21 and node 32, which have E21 = 1000 and E32 =
1000.

We compare 2 routing algorithms, namely MTE and FA algo-
rithm, each with 2 power allocations. We referred the MTE with
the minimum power allocation criterion (8) to as MTE-MP and
the MTE with the maximum lifetime power allocation (19) to as
MTE-ML. Similar naming is given for FA algorithm. We compare
network lifetime, average packet delivery time, average energy per
packet, and total packet delivery. The network lifetime (measured
in terms of simulation time step) is defined as the time before the
first node dies. The average packet delivery time is defined as the
time between packet introduction at the source and its removal
time at the destination. The average energy per packet is the total
energy consumed per delivered packets. Finally, the total delivered
packets is the number of packets that are successfully delivered
before the first node dies.

Figure 4 shows the lifetime of the network that is achieved
by different centralized routing algorithm with minimum power
allocation and maximum lifetime power allocation. We note that
for the centralized routing algorithm, the minimum total energy
route is only calculated at the beginning of the simulation.
In contrast, the FA algorithm recomputes the route every 20
simulation time step using the most current residual energy on
each node. The performance of each scheme is compared for
different traffic load, namely low load (µ = 1.0), medium
load (µ = 2.0), and high load (µ = 3.0). The x-axis of the
figure represents the number of relays used in the cooperative
transmission. We recall that the n-relays are selected from the
last n nodes along the noncooperative MTE and FA algorithm,
correspondingly. In the figure, the cooperative MTE-MP achieves
71.77%, 73.45%, 85.06%, 112.30%, and 136.20%, longer net-
work lifetime when 1, 2, · · · , 5 relays are used, respectively,
compared to the noncooperative routing. However, compared
to the noncooperative routing, the MTE-ML achieves 108.72%,
161.05%, 235.09%, 298.88%, and 340.54%, longer network
lifetime when 1, 2, · · · , 5 relays are used. Obviously, we see that
the maximum lifetime power allocation achieves much higher
network lifetime compared to the maximum power allocation.
The MTE-ML algorithm achieves from 1 ∼ 3.5 times higher
network lifetime compared to noncooperation routing. Compared
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to MTE-MP, MTE-ML achieves around 1 ∼ 2 times better
network lifetime, when 1 ∼ 5 relays are used. The reason for this
phenomenon is that the minimum power allocation allocates the
power merely based on the channel condition (in our model (8)
farther away nodes have lower channel gain, due to path loss, and
therefore allocate less transmit power). Hence, in some popular
route (minimum total energy route), some nodes will be overused
in the minimum power allocation and the time until the first
node dies (network lifetime) is shorter. In contrast, in maximum
lifetime power allocation, the power allocation allocates the power
according to the normalized residual energy in the nodes and
the channel condition. Therefore, the situation that one particular
node is overused will be minimized in cooperative transmission
and MTE-ML results in longer network lifetime. Figure 4 also
shows the network lifetime when the FA algorithm is used. Com-
pared to the noncooperative routing, the FA-MP achieves 65.72%,
84.29%, 95.45%, 105.01%, and 109.18% longer lifetime, when
1, 2, · · · , 5 relays are used, respectively. In contrast, the FA-ML
achieves 93.02%, 124.89%, 153.44%, 166.41%, and 176.96%,
when 1, 2, · · · , 5 relays are used, respectively.

Figure 5 shows the sensitivity of the routing algorithm to the
network load. From this figure, we observe that the MTE-MP is
the least sensitive to the traffic load among all the algorithms. This
can be understood since the MTE-MP only uses the minimum
total transmit power as the routing selection and power allocation
criterion. No matter how the traffic arrival load is, the route
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selection and power allocation will not change. However, the
MTE-ML, FA-MP, and FA-ML algorithms choose the route and
power allocation according to the normalized residual energy in
the nodes. When the traffic arrival load is small, the ML algorithm
tries its best to balance the load to all the cooperative nodes.
Similarly, the FA algorithm tries to balance the load to nodes in all
possible routes between the source and destination. As the traffic
load becomes large, the algorithms find less flexibility to distribute
the load among either the cooperative nodes or the nodes in routes
between source and destination. Hence, the performance gain of
algorithms based on normalized residual energy becomes smaller
as the arrival load becomes larger. In all cases, the FA-ML is
superior to FA-MP, FA-MP outperforms MTE-ML, and MTE-
ML is better than MTE-MP. But, the performance gains become
smaller as the network arrival load is larger.

Figures 6-8 show the average delivery time, average consumed
energy per packet and the total delivery packets before the first
node dies. In Figure 6, all the algorithms have similar delivery
time when the traffic load is low (µ = 1.0). In the medium
traffic load, the FA algorithms with MP and ML power allocation
have lower delivery time compared to MTE algorithm. This is
due to the fact that FA algorithm explores several routes besides
the minimum energy route and distributes the traffic to queues
among routes between source and destination. Therefore, the
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Fig. 9: Learning curves in the distributed learning algorithm
algorithm has practically lower delivery time. However, in the
large network load, all the algorithms except MTE-ML have
similar delivery time. Figure 7 shows the average energy per
packet consumed by different routing algorithms. It is obvious that
the MTE class of the algorithm has the lower energy consumed
per packet. The FA algorithm has higher energy consumption
because the algorithm selects less energy efficient route to balance
the energy consumption among nodes. In both algorithms, the
cooperative transmission is very effective in lowering the energy
consumed per packet. Finally, Figure 8 shows the number of
packets successfully delivered before the first node dies. The
performance of different routing algorithms in this metric is very
similar to the network lifetime. The FA-ML outperforms FA-MP,
FA-MP outperforms MTE-ML, and MTE-ML is better than MTE-
MP in low to high traffic load.

Figures 10 and 9 show the distributed reinforcement learning
implementation for all routing algorithms according to Section IV.
In this simulation, the learning parameter is chosen as δ = 0.85.
Figure 9 shows the learning curves in distributed implementation
when the traffic load is 1.0 and 3 cooperative relay nodes are
used. It is obvious that the distributed MTE-MP converges to the
centralized solution within 100 simulation time. In contrast, the
distributed FA algorithm converges to the centralized solution in
rather longer time. We recall that the optimal route according
to the FA algorithm changes as the residual energy in nodes
changes. In this time varying route selection, the distributed
implementation is able to achieve the centralized solution. Finally,
Figure 10 shows the result of learning algorithm for different
routing algorithms. In this figure, the distributed implementation
achieves almost similar in network lifetime to the centralized
solution. However, if we observe the total delivered packet,
the distributed algorithm achieves much lower throughput com-
pared to the centralized solution. The reason for this is that
the distributed algorithms consume some portion of the nodes’
energy to explore and learn the good routing decision. During
the exploration (learning) stage, loops in the route may appear
and the algorithms practically deliver only a small portion of
the traffic. From the figure, one can observe that the cooperative
transmission still improves the number of delivered packet.

VI. CONCLUSIONS

We have proposed an effective way to do the power allocation
in cooperative transmission. In the cooperative routing, the power
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Fig. 10: Comparison of network lifetime and total delivery packets
for distributed reinforcement learning implementation µ = 1.0

allocation and the routing decision should be jointly decided to
maximize the network lifetime. To achieve maximum network
lifetime, the proposed scheme employs the maximum lifetime
power allocation and the energy aware routing. The maximum
lifetime power allocation allocates transmit power according to
each node’s channel condition and its residual energy in coopera-
tive transmission. This criterion results in a situation where nodes
with more residual energy help more compared to nodes with less
energy. Compared to the minimum power allocation, our proposed
method achieves 1 ∼ 2 longer network lifetime and more total
delivered packets in MTE algorithm and FA algorithm. We also
outline the distributed implementation of the algorithms and show
that the distributed algorithm converges to the centralized route.
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