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Abstract— There is an increase of multimedia applications in
wireless networks. The increase in data transmission requirementaa
for some multimedia applications poses a problem for the servicgyence, d—|
providers who must overcome the high interference environment to
provide this higher transmission rate. One method to service multi-
media users is by splitting their data streams into separately coded
substreams. We propose an algorithm to choose the optimal number of
substreams for each multimedia user, and to use power control tech-
niques to control the rate of each substream.

[separate into subsequences |

I. INTRODUCTION

Consider a wireless service network where users with mul-
timedia services are flagged and targeted for rate increase.
We study a DS-CDMA system with automatic power controkig. 1. Proposed transmitter for usér There arer, substreams.
which is used to control the signal to interference and noiﬁ%?]sgggggfé:f dstﬁfr?gp"r"gg daw?tﬁf)rﬁai gﬁ’gﬁ;eﬁgiﬁg%?é%ams are
level (SINR) for each user [1], [2]. In addition, we take eac '
multimedia user’s data stream and divide it into smaller data
streams, which are independently coded with short orthogomdéce special emphasis on the choice of SINR levels allowed to
pseudo random sequences [3]. each substream, since this has a marked effect on the overall

Each user may have a different number of substreams aaution.
each substream is treated as an independent user, with its own
power assignment and channel capacity. We use power con-
trol to adjust the capacity for each substream. The goal of our
method is to maximize the capacity for each user, by choosingThe proposed transmitter for our system would look like
how many substreams each must is assigned, and what isftiée 1. Each use#, hasr), substreams. Each data streanuf
SINR level for each substream of each user. userk is Spread with a SOPRaS Codg,fori = 1, e Tk The

Given that the wireless channel has a certain level of interfé#OPRaS spread substreams are then added together and spread
ence and noise, the set of allowable SINR levels is limited to Méth userk’s pseudo-random spreading sequerfze,The out-
below some certaifeasiblelevels. The algorithms presented irPut of that is then modulated and transmitted. Thus, the signal
this paper try to find the highest feasible SINR levels, given th@gfore modulation for usgris:
each user may have several substreams. The system we work sE(t) = VP Z di,i ()i (t) fr(t) . (1)
with uses power control and space-time diversity [4]. i=1

It can be shown that finding the globally optimum SINR lev-
els is_an intracta_ble proble_m [5], however t_here are glgorithrﬂgn has an antenna array, and RAKE receivers for space-time
o o s o o oy aEVrty, The recohed sgrak() s 1 aiion f all -

' ' tipaths from all users and noise which is assumed to be white
of substreams per user and the channel rate for each substrg Mcaussian:
that maximizes the overall capacity. Iy L'k

A multimedia user will normally have a variety of data types _ _ —jweTh 1
that can be sent in separate substreams with different rate)é(t) B Zzsk(t Te)Griarie o), @
(video, audio, or data). Each substream should, therefore, be
constrained to perform within certain SINR constraints. WevhereGy, ;, a;;, andry ; are the pathloss, array response vec-

‘Pulsetrain, Tb‘ ‘ Pulse train, T, ‘

Il. SYSTEM MODEL

he proposed receiver can be seen in Fig. 2. The base sta-

k=11=1
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Fig. 2. Proposed receiver. The antenna array baslements. Each
vector portrayed before and after the spreading baxgs; andy (),
are D dimensional. Each dotted box represents one of users;, ‘ Requirement ‘ Index Set Namq
substreams. Each substream box hasultipath fingers.

p3y =0andus; =0
p3;y = 0andy; = m;
p3; = 0andyy = M;

tor, and the delay of th&” multipath of thek" user, respec-

= Q||

tively. F = m,; andy; = M;
Vector x passes through the despreading block correspond- Vi = Vi =
ing to thei?” substream for th&t* user with delay for multi- TABLE |

pathi, resulting inyfm. The space-time weights are applied

to y¥.. producing a scala?,. = (wf,)fy%. . Obtaining o
(1) (1) @) (1)

the space-time weights and estimating the multipath delays /3§ €ntropy due to the probability of error ;..;. Note that we

been addressed in [7]. The space-time processing outputsT§tY US€ any modulation technique and any probability of er-

all substreams are then assembled to reconstruct the origfi®iimodel resulting in a capacity function which is a concave
sequence. function of the SINR for the SINR levels of interest.

Now, if the transmission rate for all users &, for k =
I1l. RATE CONTROL FORALL USERS 1,---, M, then the reception rate for each substream of user

Our objective is to maximize the channel rate for all multl 1S ki = (1 — H(pei)) By, fori = 1,---, . There-

media users. Lef denote the set of indexes of all multimedi%gr% thegrtfl(iafi([:l(ty fo.r) all mulimedia users .. =
users. We control the channel rate for any given iisgy con- ~ ' £=kel Zi=1 Pe ki)

trolling the number of substreams and the channel rate of eaci'1:0r each userk, we wish to choose the best number of

ofits 1, substreams. substreamsy;,, and for each of the substreams,we wish

Assuming that we use the minimum noise variance criteria&O choose the optimum target SINR assignmefj‘t, in or-
9 d@r to maximize the total capacity for that We control the

calculate the beamformlng/RAKE vector, ar]d that the numbg[NR for each substream through automatic power control. To
of antenna element®, in the antenna arrays is large enough Sor(i]Ie an optimization algorithm for the rate overy, 1%, i —

that we can assume that the self-interference can be neglec\fé. ) we identify a cost function/:
then the signal to noise ratio for thié substream of user, is ' FIKED '

POSSIBLE REQUIREMENTS FOR OPTIMAL SOLUTION

8 A
@] i JEYS (1= Hper(1)) @
Ak = _ ki ’ 3) kel i=1
> ZJ: Pj; @k + Ny, The SINR levels that we assign cannot be arbitrarily large. If
J#k =1 the targety* are too high,then the power control algorithm does

. i . . o . Notconvergetoa positive power vector. We have shown that we
whereW® = L3, 5y GraG (W) ") (W) "akm)™  can guarantee the feasibility of a selectiomgfif |p(TF)| <
and®k7 = Y1, G, |(wr)Hay;,)[?, whereL is the process- 1 [8], whereT is an M x M diagonal matrix with diagonal

ing gain. entriesy ;% | v¥, and:
For simplicity, assume we use PSK, then the probability o2 LM
of bit error conditioned on the SINR i®r(error|y;) = ?2 g Tyt
Q(v/27), which we shall denotep. ;. Here, O(z) = 7o (bq,g o - q}jz 5)

_ 42
\/% [ e~ = dt. Then, the channel capacity for substream
of userk, giveny¥ is Cy, = 1 — H(pe 1.;), whereH (-) denotes

oiri gt
v g 0
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1. For each index assignmentin, do: 1. [ Chooser = 1 andI; = [m!, M{]
2. | If A#0, then 2. | Forasampling of € [Fumin, ¥maz), 9€t the
28 | Ynew == 2% — 2V optimum{~; };1,....,, if they exist.
iEB ieC 0 -

2b. | Setyr = — W;fow for all 7, with 1 € 4. 3. | Calculate the tTQtaI capacity, given
2.c. | If 77 is not in the constraining interval for {9 Yim1, 21 c(y)

somei € 4, then go to Step 4. 4. | Setr=r+1 an define

: * FEGY !
2.d. | Findy* = % I = [mf, M7),---, I, :.[m;:,]w?f]_
2 | Ifpus | = %ﬁm —*, i € C,is negative, 5. | Repeat from Step 2 until = ryao-
° T

then go to Steg :1 : 6. | For eachy, compare the resulting” c(v;,)

2.8 | If py; = — S5 i € B, is negative, _ =1
Vi

then go to Step 4. among those which had an optimal solurtlon.
2.9.| Setally; = m, fori € B, and ally} = M; for 7. | For eachy, choose r* = arg _max o)

i € C and return{~; }i—1 ... .. Exit. : T mes =]

L M 8. | Assign{~*.};—1 ... .~ to each substream.

3. | [fA=0,then iy biztoes

3a |lf max %Zl) > r}élél %ﬁ“ then go to Step 4 TABLE Ill
b [ I mi+ > M1 # 7, then go to Step 4. ALGORITHM FOR OBTAINING THE OPTIMAL r AND ~; FOR
ieB ieC VARIOUS 7.
3.c. | Setally} =m, fori € B, and ally; = M, for
i € C and return{~; }i=1.... .. Exit. We proved that when there are no constraints on each individ-
4. There is no solution for thi®, ual v¥, then the optimal SINR allocation is that all substreams
go to the nexiD and go to Step 2. have the same SINRy® = 7/ry, fori = 1,---,7;,[8]. And
5. | Ifthere were no solutions for any combinations ~ We also showed that the higher the number of substreams,
in D, then there is no solution. Exit. the higher the rate. This can be seen in Fig. 3, where we see the
capacity for a given user, normalized by the transmission rate,
TABLE II for differentry. As can be seen, for eaghthe capacity grows
ALGORITHM FOR OBTAINING THE OPTIMAL SET OFy}, GIVEN  With 7.
AND 7. This suggests that the optimal solution for unconstraiyfed

This is notable in that the feasibility test only places constrairfsV1en one has an unlimited number of substreams, and each
on the cumulative SINR for each usér,’*, v*, and not on substream would have a very low SINR level. There are at least
L

=1 . . . . .
each individual substream of each USkJﬁ, two Irdez;*:sons t(;] avglld this. ||:|rst, the tt;ans:cnlttebr and rebcleNIfr
Let the N-dimensional vectory be defined byy = would have to handle a very large number of substream blocks,

which must each have decorrelators, space-time diversity pro-

(v, ek -+, 4M), and say that we constrain the , -tim
SINR levels for each substream to be inside some prespecifi€gSCrs: €tc. Another reason is that an arbitrarily {gweon-

intervals. Due to the nature of multimedia data, we can assigjfPUte © high bit error rates, which require sophisticated cod-
higher SINR intervals to substreams that require higher rafg methods. These methods require a great deal of computing
and lower SINR intervals to those which require lower rateBOWer, which translate into depleting the battery resources.

We have shown that the optimization problem: It is more reasonable to consider a constraint-pnsay we
_max J such that define the maximum number of substreams any user can have,
\W(ll“F)TI< 1 rmaz,» @nd we limit the range of SINR levels for each substream.
j@ c (,Y]::n,?n7,}:]?qz) CRY, =114, (6) We rewrite Problem (6) for a single user wittsubstreams,

r; e {1 2‘ ; } k=1 M in a format with we can use constrained optimization methods.
P marh oo Lety = (v1,---,7r), the problem is
is NP-hard [8]. : . min f7(y) = = 32i_; e(v) such that
Finding the optimal selection of SINR levels, and choosing v .

the optimal number of substreams per user is an optimization g =7—- > v =0,

problem with two types of variables, real, such asﬂﬁ’eand L =

integer, such as the,. fQ(V) =m-—7 <0, @)

f2) =" =m <0,

A. Optimal Number of Substreams and Substream SINR for :

Each User fQ;*l(,y) =Y — ,y:nax <0,

r — amin __
We can use the algorithms introduced in [6] to find a sub- Fron = =0

optimal total SINR allocation for each uskyy = >"7* k.

Now, for each user, we need to chooseand eachy*. For It can be shown that i* is a local minimizer for (7), and we
this latter problem, we developed an algorithm that solves thisnstrain each; to be in its interval withy";_, v; = 7, then
constrained optimization problem. there exists a* > 0, u* € R*", andy)* € R such that [8]
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L] I = [mj, M{], [dB] g ‘
1 I, = [2,30] | .
2 I = [5,30], I, = [2,15] .
3 I, = [7,30], I, = [5,20], I = [2,15] o N
4 I, = [8730]1 I, = [77 20]: ]3 = [67 18]: I, = [27 15] =5
5| I, =[10,30], I = [9, 25], I = [8,20], I = [7, 18] R
Is = [2,15] gl =
6| I = [11,30], o = [10,25], I3 = [9,20], I, = 8, 18] | 3 i
Is = [7,16], Is = [2,15] 5 of N
7 | I, = [12,30], I = [11,26], I3 = [10,25], I, = [9,20] | ¢ 2
Is = [8,18], Is = [7,16], I = [2,15] i -
r=1
L™
TABLE IV !
SINR CONSTRAINTS FOR DIFFERENT NUMBERS OF SUBSTREAMS | i
FOR EXAMPLE 1.
1 L L L L L

_da(i(/’lh) IJ’T _ IJ’E 'l/)* ° ° 10 total substreaESINR, y, [dB] 2 % %

—0c(v3 * * *

% M3 = Mg Y Fig. 4. The optimal number of substreams,can be seen for each

: + : +1 . | =0 total 5.
—oe(s;) e 1 — 1 v ®)
Oyr
Wi (’Y*# - M#) =0 fori=2,..-,2r,ieven In the first example, the constraining intervals are seen in Ta-
it (mi _ 7,f) -0 fori—=1.--..9r i odd. ble IV. In the second example, the constraining intervals are
AN T seen in Table V. For both examples, we allgwo take on val-

yes betweed dB and30 dB. For both cases, we plotted the

capacity achieved by the optimum solutionf if a solution

_oc(vt) e | 0 existed. If a solution did not exist, we plotted negative values.

i = 2m(2)\/m; n (@) 9) For example 1, the resulting graph is Figure 4. For example 2,
= Wy — Wiy — T, the graph is Figure 5.

We can see in Figure 4 that fgr < 17.6 dB, there are no
fori =1, --,r, whereQ 2 Q(,/27}). The last set of equa- solutions,{;'}i=1,...7 for r = 7. Butfory > 17.6 dB, the
tions of (8) requires that for each= 1,---,r, we have that optimal capacity is achlevaple with seven substreams. Furthe_r-
(W, =0 or 4 = M;)and(ul, = 0 or m; = 7). MOre, seven subst_reams yields a higher overall user capacity
These conditions allow us four possibilities for each substredfn any other choice of
i, which are detailed in Table I. By defining our intervals;, differently in example 2, we ob-

Table Il shows an algorithm that uses the above equationd@ different graphs, which in turn, show different thresholds
obtain~; for a givenr. Recall thaty is given by the method for us to change from one number of substreams to another
outlined in [6]. This algorithm does an exhaustive search of &Hmber of substreams. For example, in Figure 5, we can see
possible assignments of the indexés= 1,---,r to the sets thatfory < 14 dB, the only possible solution is with = 1.

A, B, andC, as defined in Table I. So, for examplerif= Wheny = 14.05 dB, the optimum capacity is achieved when

2, then the algorithm considers all the following combinations = 3-

forindexesi = 1,2: 1,2 € A,1,2 € B,1,2 ¢ C,1 € A Note that in example 2, the optimum number of substreams
and2 € B, 1 € Aand2 € C, etc. We denote all of thesecan only belong to a limited set,€ {1, 3,4, 7}. Optimum ca-
possible combinations &3. Finally, to choose, we follow the pacity will not be achieved withr = 2, 5 or 6. This does not
algorithm outlined in Table IlI. pose a problem, however, this example illustrates another issue

From [9], we know that sincg®(-) and the constraints in (7) that must be addressed when choosinglth&ote that in Fig-
are convex, ang(-) is affine, then the solution we find with ourure 5 the normalized capacity for the user increases negligibly
algorithm, if it exists, is globally optimum. betweeny € [12,14] dB. This choice reflects a waste of re-

One important factor that must be noted is that the choigeurces, since the system can handle higher cumulative SINR
of constraining intervals in (7) has an important impact on tHevels for the user, yet the user benefits negligibly from this.
solution. In the simulations we will see the difference whiclihe choice made in example 1 has the advantage that, up to
may result from this. aboutl8 dB, an increase ify results in an increase in capacity
for the user.

These considerations and algorithms are all done off-line, for
the purpose of generating a look-up table that will be used on-

We compare the optimum and~; for a user, given differ- line. Once the intervals are defined, we implement the algo-
ent constraining intervals, as specified in (7). We limi€ 7. rithm described in Table Il and Table IIl, and we generate a

To find the local minimizer, the matrix equation of (8) require
that

IV. SIMULATIONS
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1 I, = [2,30] [dB] [dB]
2 I, = [15,30], I = [2,15] <2 [-] no solution
3 I, = [12,30], I, = [9,20], I5 = [2,15] 2-6 |1 =7
4 I, =[15,30], I = [12,20], Is = [7, 18], I, = [2,10] 7|2 F =2.6708, 73 =5
5| I, = [18,30], I, = [15,25], I3 = [12,20], I, = [7, 18] 8 |2 v =4.9794, v3 =5
I5 = [3,15] 9 |2 7§ = s = 5.9897
6 | I, =[18,30], I = [15,25], Is = [12,20], I, = [8,18§] 10 3 vi =2.6147, 5 =5, 3 =7
I5 = [6,16], I¢ = [2,15] 11 3 vi =75 =5.7849, v3 =7
Is = [8,18], I¢ = [7,16], Ir = [2, 15] 13 |4 =75 =6.3504, v =7, 75 = 8
14 |4 V=75 =75 =7.9725, 7 = 8
. TABLEV 5 |5 ~NE = 37255, 75 =1,
CONSTRAINTS FOR DIFFERENT ZUMBERS OF SUBSTREAMS FOR 'Y; _ 8, '72 _ 97 ,yg =10
NS 16 5] 7f =15 =15 = 86268, 7 =9, 75 = 10
‘ 17 6 Vi =75 =3 = 8.1483,
7t o 1 =9, 75 =10, 75 =11
. 18 |7 V=5 = 171620, 5 =8, i =9,
6 75 =10, v§ =11, v5 = 12
| 19 |7 NF = =~% = 10.0855,
r=4 * Ak *
2, ~ 20 |7 vi = =75 =11.4691, 7 =12
§ 21 7 vi ==y =12.5490
N = 22 |7 Nf = =% = 13.5490
£ 23 |7 = =% = 14.5490
< ol r=2 L
=t \ TABLE VI
1 SAMPLE LOOK-UP TABLE.
I |
The solutions reflected in the look-up table are globally opti-

-1 : ‘ ‘ ’ ’ mum in the sense of maximizing capacity, given

0 5 10 15 20 25 30
total substream SINR, v, [dB] Finally, we showed how the choice of interval constraints for
Fig. 5. The optimal number of substreams, can be seen for eachthe substream SINR levels must be done carefully in order to

total y. ensure that an increase 4y as permitted by the interference
and noise of the system, will result in an increase in capacity
for each user.

table that can be referenced on-line by the system. Each time a
user is assigned?, the system checks the table to check what REFERENCES
is the best number of substreams and whgt} should be as- [1] F. Rashid-Farrokhi, L. Tassiulas, and K.J.R. Liu, “Joint Optimal Power

; i i Control and Beamforming in Wireless Networks Using Antenna Arrays,”
signed to each substream. Using the intervals from Table 1V, EEE Transactions on Communicationdol, 46, number 10, pp. 1313

we have created a sample look-up table, Table VI. 1324, October 1998,
Finally, the method explained in [6] is used to find the 0pti-[2] F. Rashid-Farrokhi, and L. Tassiulas, “Power Control and Space-Time

: Diversity,” IEEE GLOBECOM\oI. 4, pp. 1313-1324, November 1998.
mum power vector and antenna array weights. [3] Y. Liang, F. Chin, and K.J.R. Liu, “Downlink Beamforming for DS-

CDMA Mobile Radio with Multimedia Services,Proc. of IEEE 50th
Vehicular Technology Conferenceéol. 1, pp. 17-21, 1999.
V. CONCLUSIONS [4] A. Pz_aulraj, and C. Pqpadias,“Spacg-Time Pro_cessing for Wireless Com-
We use the algorithms presented in this paper to generate a Munications,"|EEE Signal Processing Magazin®ol. 14, pp. 49-83,

look-up table for wireless systems which indicates how man November 1997.
p Y %] A. Mercado, and K.J.R. Liu,"NP-hardness of the stable matrix in unit

substreams each user may have and what is the optimum powerinterval family problem in discrete timeSystems and Control Letters
P imi i Vol. 42, pp. 261-265, April 2001.

of each SUbStre.‘ar.n in order to ma).(lmlz.e the overall capacny. [I% A. Mercado, and K.J.R. Liu,"Adaptive QoS for Mobile Multimedia Ap-

The method is intended to provide higher data rates for USETS pjications Using Power Control and Smart Antenn&gic. of IEEE In-

which have multimedia wireless services, and require higher terational Conference on Communicatiokil. 1, pp. 60-64, 2000.
rates [7] A. Naguib,Adaptive Antennas for COMA Wireless NetworR&.D. The-

. . . sis, Stanford University, 1996.
The method first assigns a cumulative SINR level to eacfg] A. Mercado,Adaptive Service Rate for Integrated Multimedia over Wire-

user, which can be solved by implementing the fine-tuning al- fsiNet'\‘lNOTKS]?h-E'?\igésggzagon; Uf?i\éerSitVIOLMafyland~ 2(13835
gorithm introduced in [6]. Then, the system checks the look-uf§! A Tits: Notes for + Optimal Control (draftAugust, 1998.
table to find the optimum and~;,i = 1,-- -, r, for each user.
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