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A Belief Evaluation Framework in Autonomous
MANETs under Noisy and Imperfect
Observation: Vulnerability Analysis and
Cooperation Enforcement
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Abstract—In autonomous mobile ad hoc networks (MANETS) where each user is its own authority, the issue of cooperation
enforcement must be solved first to enable networking functionalities such as packet forwarding, which becomes very difficult under
noisy and imperfect monitoring. In this paper, we consider cooperation enforcement in autonomous mobile ad hoc networks under noisy
and imperfect observation and study the basic packet forwarding among users through the repeated game models with imperfect
information. A belief evaluation framework is proposed to obtain cooperation-enforcement packet forwarding strategies only based on
each node’s private information including its own past actions and imperfect observation of other nodes’ information. More importantly,
we not only show that the proposed strategy with belief system can maintain the cooperation paradigm but also establish its performance
bounds. The simulation results illustrate that the proposed belief evaluation framework can enforce the cooperation with only a small
performance degradation compared with the unconditionally cooperative outcomes when noisy and imperfect observation exist.

Index Terms—Belief evaluation, MANETS, cooperation enforcement, game theory.

1 INTRODUCTION

MOBILE ad hoc networks (MANETs) have drawn
extensive attention in recent years due to the
increasing demands of their potential applications [1], [2].
In traditional crisis or military situations, the nodes in a
MANET usually belong to the same authority and work in a
fully cooperative way of unconditionally forwarding pack-
ets for each other to achieve their common goals. Recently,
the MANET:s are also envisioned to be deployed for civilian
applications [3], [4], [5], [6], [7], [8], [9], where nodes
typically do not belong to a single authority and may not
pursue a common goal. Consequently, fully cooperative
behaviors cannot be directly assumed, as the nodes are
selfish to maximize their own interests. We refer to such
networks as autonomous (or self-organized) MANETs.
However, before ad hoc networks can be successfully
deployed in an autonomous way, the issue of cooperation
enforcement must be resolved first. One way to enforce
cooperation among selfish nodes is to use payment-based
schemes, such as [6], [8], in which a selfish node will
forward packets for other nodes only if it can get some
payment from those requesters as compensation. Another
way to enforce cooperation among selfish nodes is to use
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reputation-based schemes with necessary traffic monitoring
mechanisms, such as [3], [4], [5], [7], [10], in which a node
determines whether it should forward packets for other
nodes or request other nodes to forward packets for it based
on their past behaviors. In [3], a reputation-based system
was proposed for ad hoc networks to mitigate nodes’
misbehaviors, where each node launches a “watchdog” to
monitor its neighbors” packet forwarding activities. Follow-
ing [3], CORE and CONFIDANT systems [4], [5] were
proposed to enforce cooperation among selfish nodes which
aim at detecting and isolating misbehaving node and thus
making it unattractive to deny cooperation. Moreover,
ARCS was proposed in [7] to further defend against various
attacks while providing the incentives for cooperation.

Recently, some efforts have been made toward mathema-
tical analysis of cooperation in autonomous ad hoc networks
using game theory, such as [9], [11], [12], [13], [14]. In [9],
Srinivasan et al. provided a mathematical framework for
cooperation in ad hoc networks, which focuses on the
energy-efficient aspects of cooperation. In [11], Michiardi
and Molva studied the cooperation among selfish nodes in a
cooperative game theoretic framework. In [12], Altman et al.
studied the packet forwarding problem using a noncoopera-
tive game theoretic framework. Further, Trust modeling and
evaluation framework [15], [16] have been extensively
studied to enhance cooperation in autonomous distributed
networks, which utilized trust (or belief) metrics to assist
decision making in autonomous networks through trust
recommendation and propagation. In [13], [14], the reputa-
tion frameworks based on Bayesian formulation were
proposed to increase the integrity and cooperation of
wireless ad hoc or sensor networks.
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One major drawback of these existing game theoretic
analyses on cooperation in autonomous ad hoc networks
lies in that all of them have assumed perfect observation.
However, in autonomous ad hoc networks, even when a
node has decided to forward a packet for another node, this
packet may still be dropped due to link breakage or
transmission errors. Further, since central monitoring is, in
general, not available in autonomous ad hoc networks,
perfect public observation is either impossible or too
expensive. Therefore, how to stimulate cooperation and
analyze the efficiency of possible strategies in the scenarios
with noisy and imperfect observation is still unanswered in
autonomous ad hoc networks.

In this paper, we study the cooperation enforcement for
autonomous mobile ad hoc networks under noisy and
imperfect observation and focus on the most basic network-
ing functionality, namely packet forwarding. Considering
the nodes need to infer the future actions of other nodes based
on their own imperfect observations, in order to optimally
quantify the inference process with noisy and imperfect
observation, a belief evaluation framework is proposed to
stimulate the packet forwarding between nodes and max-
imize the expected payoff of each selfish node by using
repeated game theoretical analysis. Specifically, a formal
belief system using Bayes’ rule is developed to assign and
update beliefs of other nodes’ continuation strategies for each
node based on its private imperfect information. Further, we
not only show that the packet forwarding strategy obtained
from the proposed belief evaluation framework achieves a
sequential equilibrium [17] that guarantees the strategy to be
cheat-proof but also derive its performance bounds. The
simulation results illustrate that the proposed packet for-
warding approach can enforce the cooperation in autono-
mous ad hoc networks under noisy and imperfect
observation with only a small performance degradation
compared to the unconditionally cooperative outcomes.

The rest of this paper is organized as follows: In Section 2,
we illustrate the system model of autonomous ad hoc
networks under noisy and imperfect observation and derive
corresponding game theoretical formulation. Vulnerability
analysis for autonomous MANETSs under noisy and imper-
fect observation is carried out in Section 3. In Section 4, we
propose the belief evaluation framework and carry out the
equilibrium and efficiency analysis for one-hop and multi-
node multihop packet forwarding. The simulation studies are
provided in Section 5. Finally, Section 6 concludes this paper.

2 SyYSTEM MobDEL AND GAME THEORETICAL
FORMULATION

2.1 System Model

We consider autonomous ad hoc networks where nodes
belong to different authorities and have different goals.
Assume all nodes are selfish and rational, that is, their
objectives are to maximize their own payoff, not to cause
damage to other nodes. Each node may act as a service
provider, scheduling packets to be generated and delivered
to certain destinations, or act as a relay, forwarding packets
for other nodes. The sender will get some payoffs if the
packets are successfully delivered to the destination and the
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Fig. 1. Packet forwarding in autonomous ad hoc networks under noisy
and imperfect observation.

forwarding effort of relay nodes will also introduce certain
costs.

In this paper, we assume that some necessary traffic
monitoring mechanisms, such as those described in [3], [6],
[7], will be launched by each node to keep tracking of its
neighbors’ actions. However, it is worth mentioning that we
do not assume any public or perfect observation, where a
public observation means that when an action happens, a
group of nodes in the network will have the same
observation, and perfect observation means all actions can
be perfectly observed without any mistake. In ad hoc
networks, due to its multihop nature and the lack of central
monitoring mechanism, public observation is usually not
possible. Meanwhile, to our best knowledge, there exist no
such monitoring mechanisms in ad hoc networks that can
achieve perfect observation. Instead, in this paper, we study
the cooperation-enforcement strategies based on imperfect
private observation. Here, private means that the observa-
tion of each node is only known to itself and won't or
cannot be revealed to others.

We focus on two scenarios causing imperfect observation
in ad hoc networks. One scenario is that the outcome of a
forwarding action maybe a packet-drop due to link break-
age or transmission errors. The other scenario is that a node
has dropped a packet but is observed as forwarding the
packet, which may happen when the watchdog mechanism
[3] is used and the node wants to cheat its previous node on
the route. Fig. 1 illustrates our system model by showing a
network snapshot of one-hop packet forwarding between
two users at a certain time stage under noisy and imperfect
observation. In this figure, there are two source-destination
pairs (S1,D1) and (S;, Ds). S; and S; need to help each
other to forward packets to the destination nodes. At this
stage, node S; drops the packet and observes the packet-
drop signal of node S,’s action, while node S, forwards the
packet and observes the forwarding signal of node S;’s
action. The action and observation of each node are only
known to itself and cannot or will not be revealed to other
nodes. Due to transmission errors or link breakage between
Sy and Dy, Sy’s forwarding action is observed as a packet-
drop signal; due to possible cheating behavior between 5|
and D, a forfeit forwarding signal maybe observed by Ss.
Therefore, it is important to design strategies for each node
to make the optimal decision solely based on these
imperfect private information.

2.2 Static and Repeated Packet Forwarding Game
Model

We model the process of routing and packet forwarding

between two nodes forwarding packets for each other as a

game. The players of the game are two network nodes,
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denoted by ¢ € I = {1,2}. Each player is able to serve as the
relay for the other player and needs the other player to
forward packets for him based on current routing selection
and topology. Each player chooses his action, i.e., strategy,
a; from the action set A = {F', D}, where F and D are packet
forwarding and dropping actions, respectively. Also, each
player observes a private signal w of the opponent’s action
from the set Q = {f, d}, where f and d are the observations
of packet forwarding and dropping signals, respectively.
Since the player’s observation cannot be perfect, the
forwarding action F' of one player maybe observed as d
by the other player due to link breakage or transmission
errors. We let such probability be p;. Also, the noncoopera-
tion action D maybe observed as the cooperation signal f
under certain circumstances. Without loss of generality, let
the observation error probability be p. in our system, which
is usually caused by malicious cheating behaviors and
indicates that the group of packets is actually dropped
though forwarding signal f is observed. For instance, if the
destination node is colluding with the relay node, it can
send back an acknowledgment even if it doesn’t receive the
packets. Another scenario in which p. > 0 is that if there is
dedicated control channel between the source and destina-
tion that is different from data channel and only responsible
for sending feedback, the physical channel errors may cause
the NACK message to be decoded as ACK message. For
each node, the cost of forwarding a group of packets for the
other node during one stage of play is ¢, and the gain it can
get for the packets that the other node has forwarded for it
is g. Usually, the gain of successful transmission is for both
the source and destination nodes. Noting that the source
and destination pair in ad hoc networks usually serves for a
common communication goal, we consider the gain goes to
the source for the game modeling without loss of generality.

We first consider the packet forwarding as a static game
[18], which is only played once. Given any action profile
a = (a1,as), we refer to u(a) = (u1(a),us(a)) as the ex-
pected payoff profile. Let a_; and Prob(w;la_;) be the
action of the ith player’s opponent and the probability of
observation w; given a_;, respectively. Then, u;(a) can be
obtained as follows:

u;(a) = Z 4;(a;,w;, a—;) - Prob(wila_;), (1)

w; €N

where 4; is the ith player’s payoff determined by the action
profile and his own observation. Then, calculating u(a) for
different strategy pairs, we have the strategic form of the
static packet forwarding game as a matrix in Fig. 2. Note
that g= (1 —py)-g which can be obtained from (1)
considering the possibility of the packet-drop.

To analyze the outcome of a static game, the Nash
Equilibrium [17], [18] is a well-known concept, which is a
set of strategies, one for each player, such that no selfish
player has incentive to unilaterally change his/her action.
Noting that our two-player packet forwarding game is
similar to the setting of the prisoner’s dilemma game, the
only Nash equilibrium is the action profile «* = (D, D), and
the better cooperation payoff outcome (g —¢,g—¢) of the
cooperation action profile {F,F} cannot be practically
realized in the static packet forwarding game due to the
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Fig. 2. Two-player packet forwarding game in strategic form.

greediness of the players. However, generally speaking, the
above packet forwarding game will be played many times
in real ad hoc networks. It is natural to extend the above
static game model to a multistage game model [18].
Considering that the past packet forwarding behaviors do
not influence the feasible actions or payoff function at
current stage, the multistage packet forwarding game can
be further analyzed using the repeated game model [17],
[18]. Basically, in the repeated games, the players face the
same static game at every period, and the player’s overall
payoff is a weighted average of the payoffs at each stage
over time. Let w! be the privately observed signal of the
ith player in period t. Suppose that the game begins in
period 0 with the null history h°. In this game, a private
history for player i at period ¢, denoted by &/, is a sequence
of player i’s past actions and signals, i.e., h! = {a],wl}/Z}.
Let H! = (A x Q)" be the set of all possible period-t histories
for the ith player. Denote the infinite packet forwarding
repeated game with imperfect private histories by G(p,9),
where 6 € (0,1) is the discount factor and p = (py,pe).
Assume that py <1/2 and p. < 1/2. Then, the overall
discounted payoff for player i € I is defined as follows [18]:

00
UG = (1- 8 sl (e (). (). (@)
=0
Folk Theorems for infinite repeated games [18] assert that
there exists § < 1 such that any feasible and individually
rational payoff can be enforced by an equilibrium for all
§ € (8,1) based on the public information shared by players.
However, one crucial assumption for the Folk Theorems is
that players share common information about each other’s
actions. In contrast, the nature of our repeated packet
forwarding game for autonomous ad hoc networks deter-
mines that the nodes” behavioral strategies can only rely on
the private information histories including their own past
actions and imperfectly observed signals.

Such a minor game-setting change from the public
observation to the private observation due to noisy and
imperfect observation will make a substantial difference in
analyzing the efficiency of the packet forwarding game. In
the situation of imperfect private observation, no recursive
structure [19] exists for the forwarding strategies since the
player decides their actions according to various private
histories. Each node must conduct statistical inference to
detect potential deviations and estimate what others are
going to do next, which can become extremely complex due
to the imperfect observation [20], [21].
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3 VULNERABILITY ANALYSIS

In this section, we analyze the vulnerability caused by noisy
and imperfect observation in autonomous MANETs. First,
we study the system vulnerability in the scenario of one-
hop packet forwarding. Then, we further exploit the effect
of noisy and imperfect observation in the scenario of
multihop packet forwarding.

In the scenario of one-hop packet forwarding, the
interactions between a pair of nodes forwarding packets
for each other can be modeled as the two-player game in the
previous section. Although it is seemingly a minor game-
setting change from the public observation to the private
observation due to noisy and imperfect observation, such
change on game-setting introduces substantial challenges on
the interactions, outcomes, and efficiency of our packet
forwarding game, which can be illustrated as follows: First,
the observation errors caused by the noisy and imperfect
observation indicate that simple TIT-for-TAT [12], [22]
strategies are not able to enforce efficient cooperation
paradigm among users since such equivalent retaliation
strategy leads to inefficient noncooperative outcomes.
Second, considering the selfishness of the users along with
the effects of noisy and imperfect observations, the users
won’t share their action information or observations of
others’ actions, which indicates that no public information
available for the users. Therefore, the users are not able to
coordinate their strategies for efficient outcomes relying only
on private histories, i.e., no recursive structure [19] exists for
the forwarding strategies since the players decide their
actions according to various private histories. Third,
although the dynamic game theory has studied and defined
the equilibrium concepts on the outcomes of the game with
imperfect information, such as Sequential Equilibrium (SE)
[17], [18] or Perfect Bayesian Equilibrium (PBE) [17], [18], it
doesn’t provide generalized efficient mechanisms to achieve
SE or PBE in the scenarios of private information. Note that
generous tit-for-tat (GTFT) [9], [22], [23] is able to partly
alleviate the impact of noisy and imperfect observation on
the efficiency of the packet forwarding game outcomes by
assuming that the nodes may be generous to contribute more
to the network than to benefit from it. However, GTFT is lack
off of a formalized structure of the belief definition and belief
updating. It is difficult to extend GTFT to the multiplayer
game scenarios that need user coalition to achieve coopera-
tion and improve the efficiency such as the multihop
multinode MANETs. Also, the existing GTFT research
doesn’t consider the observation error p, defined in Section 2.

Based on the above discussions, the noisy and imperfect
observation causes several vulnerability issues even for
simple one-hop packet forwarding in autonomous MANETS,
which can be illustrated as follows:

e Since the nodes make decisions based on private
information, each node must conduct statistical
inference to detect potential deviations and estimate
what others are going to do next. The constraint of
the noisy and imperfect observation will result in
false alarms or detection errors. Selfish nodes maybe
able to utilize such fact to contribute fewer efforts
while getting more benefits from others.

e Considering that the nodes are not willing to or not
able to share their information, the nodes cannot rely
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on others” past experiences or recommendations on
the nodes’ behaviors, which gives the selfish nodes
more flexibility on their cheating behaviors.

e Due to the observation errors, the cooperative nodes
may falsely accuse other cooperative nodes of
seemingly noncooperative behaviors, which is actu-
ally caused by link breakage or transmission errors.
How to maintain the cooperative paradigm in such
scenarios remains a challenging problem.

In the scenario of multinode and multihop packet
forwarding, more sophisticated vulnerability issues will
be raised considering the challenges of the self-organizing
routing and the correlation of the nodes’ actions. In general,
due to the multihop nature, when a node wants to send a
packet to a certain destination, a sequence of nodes need to
be requested to help forwarding this packet. We refer to the
sequence of (ordered) nodes as a route, the intermediate
nodes on a route as relay nodes, and the procedure to
discover a route as route discovery. In general, the routing
process includes route discovery and packet forwarding.
The route discovery carries out three steps consecutively.
First, the requester notifies the other nodes in the network
that it wants to find a route to a certain destination. Second,
other nodes in the network will make their decisions on
whether agreeing to be on the discovered route or not.
Third, the requester will determine which route should be
used. Based on the discussion of the routing process, we can
see that the action and observation of one node on a route
will largely affect the behaviors of other nodes on this route
or alternative routes between the source and destination
nodes, which in reverse affects the behavior of the original
node. The above properties of multinode and multihop
packet forwarding may introduce more vulnerability issues
than one-hop packet forwarding illustrated as follows:

e In the scenarios of multiple nodes on one route, it
becomes very difficult to detect the users with
cheating behaviors only based on the private and
incomplete local information available to each node.

e Since the routing process involves different steps,
the seemingly cooperative behaviors at each stage
may jointly have cheating effects across multiple
steps. From the game theoretical point of view, each
stage game in our dynamic packet forwarding game
consists of several subgames, such as route partici-
pation subgame or route selection subgame. The
vulnerability issues need to be considered not only
for each subgame but also for the overall game.

e The multihop routing makes the observation of
nodes more difficult as the packet-drop action at one
node will affect the outcome of the multihop routing.
Such propagation effects can be taken advantage of
by selfish nodes to cheat for more payoffs.

In order to combat the above vulnerability issues on
autonomous MANETSs under noisy and imperfect observa-
tion, it is important to study novel strategy framework
comprehensively considering these issues.

4 A BELIEF EVALUATION FRAMEWORK

In this section, we first develop a belief evaluation framework
for two-player packet forwarding game in attempt to shed
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light on the solutions to the more complicated multiplayer
case. Efficiency study is then carried out to analyze the
equilibrium properties and performance bounds. Further, a
belief evaluation frameworkis proposed for general network-
ing scenarios with multiple nodes and multihop routing.

41 Two-Player Belief-Based Packet Forwarding

In order to have an efficient and robust forwarding strategy
based on each node’s own imperfect observation and
actions, enlightened by [21], we propose a belief evaluation
framework to enforce cooperation.

First, we define two strategies, i.e., op and op. Let op be
the trigger cooperation strategy, which means that the
player forwards packets at current stage, and at the next
stage, the player will continue to forward packets only if it
observes the other player’s forwarding signal f. Let op be
the defection strategy, which means that the player always
drops packets regardless of its observation history. Such
strategies are also called continuation strategies [21]. Since
both of the two strategies also determine the player’s
following actions at every private history, the strategy path
and expected future payoffs caused by any pair of the two
strategies are fully specified. Let V,g(p,6),, 5 € {F,D}
denote the repeated game payoff of o, against o3, which
can be illustrated by the following Bellman equations [24]
for different pairs of continuation strategies:

Vir = (1= 6)(g—0) + 8((1 = py)*Ver
+p;(1—pp)Vep +ps(1 = ps)Vor + - Von), (3)
—(1=8)+6((1 — ps)(L = pe)Vpp

+ps(1 = pe)Vpp + pe(1 = ps)Vep + pspVep),  (4)
Vor = (1—=0)g+6((1 —ps)(1 = pe)VoD

+pe(1 —ps)Vpr + ps(1 = pe)Vop + pepsVpr),  (5)
Vop = (1-8)-0+68((1 —p.)’Vop+

Pe(1 = pe)Vop + pe(1 = pe)Vpp +p§ : VDD)' (6)

Vep =

Generally speaking, a Bellman equation [24] breaks a
dynamic optimization problem into simpler subproblems,
representing the payoff of a dynamic programming
problem at a certain point in time in terms of the payoff
from some initial choices at this time point and the payoff of
the future time period that results from those initial choices.
Note that the first terms on the right-hand side (RHS) of (3)-
(6) represent the normalized payoffs of current period with
specific initial choices of {«,(}, while the second terms
illustrate the expected continuation payoffs considering
four possible outcomes due to the noisy and imperfect
observation.

By solving the above equations, V, s(p,6) can be easily
obtained. Then, we have Vpp > Vrp, for any 6, p. Further-
more, if § > &y, then Vrr > Vpr, where §, can be obtained as

4
[pr(1 —py)

bo = (7)

(1 —Pf _pe)g - _pew‘

Intuitively, Vrr needs to be greater than Vpp so that the
cooperative behaviors introduce greater overall payoff. Then,
it is possible to enforce the cooperation behavior among the
selfish users since Vpr dominates Vpp in the long run.
Therefore, it is important to constrain 6 > 6, in our study.
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TABLE 1
Two-Player Packet Forwarding Algorithm

1. Initialize using system parameter configuration (3, p.,py):
Node i initializes his belief p1} of the other node as 7 (8, p)
and chooses the forwarding action in period 1.
2. Belief update based on the private history:
Update each node’s belief ;Lf*l into u§ using (10-13) according to
different realizations of private history.
3. Optimal Decision of the player’s next move:

If the continuation belief u! > 7, node i plays op;

If the continuation belief p; < 7, node ¢ plays op;

If the continuation belief p; = , node i plays either o or op.
4. Iteration:

Let t =t + 1, then go back to Step 2.

Suppose that player i believes that his opponent is
playing either o or op, and is playing o with probability
1. Then, the difference between his payoff of playing oy and
the payoff of playing op is given by

AV(p;6,p) = p- (Ve — Vpr) — (1 = ) - (Vpp — Vrp). (8)

Hence, AV () is increasing and linear in p and there is a
unique value 7(p, §) to make it zero, which can be obtained
as follows:

—Vrp(6,p)
Ver(8,p) — Vor(6,p) — Vip(6,p)’

where 7(p,$) is defined so that there is no difference for
player i to play or or op when player j plays or with
probability 7(6,p) and op with probability 1 — (8, p). For
simplicity, 7(6,p) maybe denoted as 7 under the circum-
stances with no confusion. In general, if node ¢ holds the
belief that the other node will help him to forward the packets
with a probability smaller than 1/2, node 4 is inclined not to
forward packets for the other node. Considering such
situation, we let ¢ be such that 7(6,p) > 1/2.

It is worth mentioning that (8) is applicable to any period.
Thus, if a node’s belief of an opponent’s continuation
strategy being o is p, in order to maximize its expected
continuation payoff, the node prefers o7 to op if > 7 and
prefers op to o if p < 7. Starting with any initial belief 1, the
ith player’s new belief when he takes action a; and receives
signal w; can be defined using Bayes’ rule [18] as follows:

plhi”) (A —py)’

(8, p) = 9)

p(hi™' (F. ) = p(hY 1 = pp) + pe - (1= p(hi D))’ 1o
p(hi" (Fd)) = p(htT) Zihﬂi(i ;f)?j-‘)dp—f wiy M
i (D)) = ey ’{ffi;;ﬁ;pf)(lp— w1
J(H (D)) p(hi”)py - pe (13)

p(hit) pp+ (L —pe) - (1= p(hi™h)

From on the above discussion, we propose a two-player
packet forwarding algorithm based on the developed belief
evaluation framework in Table 1. Note that by using the
proposed belief system, each node only needs to maintain
its belief value, its most recent observation and action
instead of the long-run history information of interactions
with other users.
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4.2 Efficiency Analysis

In this part, we show that the behaviorial strategy obtained
from the proposed algorithm with well-defined belief
system is a sequential equilibrium [17] and further analyze
its performance bounds.

First, we briefly introduce the equilibrium concepts of
the repeated games with imperfect information. As for the
infinitely repeated game with perfect information, the Nash
Equilibrium concept is a useful concept for analyzing the
game outcomes. Further, in the same scenario with perfect
information, Subgame Perfect Equilibrium (SPE) [17] can
be used to study the game outcomes, which is an
equilibrium such that users’ strategies constitute a Nash
equilibrium in every subgame [18] of the original game,
which eliminate those Nash Equilibria in which the players’
threats are incredible. However, the above equilibrium
criteria for the infinitely repeated game require that perfect
information can be obtained for each player. In our packet
forwarding game, each node is only able to have its own
strategy history and form the beliefs of other nodes’ future
actions through imperfect observation. Sequential Equili-
brium [17] is a well-defined counterpart of subgame perfect
equilibrium for multistage games with imperfect informa-
tion, which has not only sequential rationality that
guarantees that any deviations will be unprofitable but
also consistency on zero-probability histories.

In our packet forwarding game with private history and
observation, the proposed strategy with belief system can
be denoted as (¢, i), where p = {y;},c; and o = {0},
By studying (10), we find that there exists a point ¢
such that p(hl™', (F, f)) < u(hi™) as w(hi™) > ¢ while
w(hH(FL f)) > p(hi™Y) as u(hi™') < ¢. Here, ¢ can be
calculated as ¢ = [(1 — pf)2 —pe]/(1 — pr —pe). It is easy to
show that u(hi™, (a;,w;)) < p(hi™') when (F,d), (D, f), and
(D, d) are reached. Since we initialize the belief with m we
have p! < ¢ after any belief-updating operation if < ¢.
Considering the belief updating in the scenario that 7 > ¢
becomes ftrivial, we assume 7 < ¢ thus p!€[0,¢] and
¢ > 1/2. Then, let the proposed packet forwarding strategy
profile o* be defined as: o} (y;) = op if u; > 7 and o} (p;) =
op if p; <m if p; =, the node forwards packets with
probability m and drops them with probability 1 — 7. Noting
that 7(6,p) < ¢, we obtain another constraint on ¢, which
can be written as follows:

L
[(1_Pf)2—pe}g+€p(

Using the above equilibrium criteria for the repeated games
with imperfect information, we then analyze the properties
of the proposed strategy illustrated in Table 1 through the
following theorems.

§>6= (14)

Theorem 1. The proposed strategy profile o* with belief system p
from Table 1 is a sequential equilibrium for m € (1/2, ¢).

Proof. See the Appendix. 0

Theorem 1 shows that the strategy profile o* and the
belief system 1. obtained from the proposed algorithm is a
sequential equilibrium, which not only responds optimally
at every history but also has consistency on zero-probability
histories. Thus, the cooperation can be enforced using our
proposed algorithm since the deviation will not increase the
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players’ payoffs. Then, similar to [21], it is straightforward
to prove the following theorem, which addresses the
efficiency of the equilibrium and shows that when the p.
and p; are small enough, our proposed strategy approaches
the cooperative payoff g — /.

Theorem 2. Given g and {, there exist § € (0,1) and p for any
small positive T such that the average payoff of the proposed
strategy o* in the packet forwarding repeated game G(p, 6) is
greater than g — 0 — 7 if § > & and p.,p; < p.

However, in real ad hoc networks, considering the
mobility of the node, channel fading, and the cheating
behaviors of the nodes, it may be not practical to assume
very small p. and p; values. A more useful and important
measurement is the performance bounds of the proposed
strategy given some fixed p. and p; values. We further
develop the following theorem studying the lower bound
and upper bound of our strategy to provide a performance
guideline. In order to model the prevalent data application
in current ad hoc networks, we assume the game discount
factor is very close to 1.

Theorem 3. Given the fixed (p.,ps) and discount factor of the
repeated game Oq close to 1, the payoff of the proposed
algorithm in Table 1 is upper bounded by

U=1-r) (9-0), (15)

where

pr-l9(1 —py) +4

TRy 1o
The lower bound of the performance will approach the upper
bound when the discount factor of the repeated game g
approaches 1 and the packet forwarding game is divided into
N subgames as follows: the first subgame is played in period
1,N+1,2N+1,... and the second subgame is played in
period 2, N +2,2N + 2, ..., and so on. The optimal N is

N = [logé/logéc], (17)

The proposed strategy is played in each subgame with
equivalent discount factor 6.

Proof. By substituting V,, 3 obtained from (3)-(6) into (9),
we have

¢ 1-6(1—pp)?°

w(6,p) = . .
(6.7) g—1C 8(1—ps—pe)

(18)

Then, since the node ¢ is indifferent of forwarding or
dropping packets if its belief of the other node is equal to
m, the expected payoff of the node i at the sequential
equilibrium (¢*, 1) can be written as

V(Wa 67p) = W((S,p) . VDF(67p) + (1 - TI'((S,p)) . VDD(67p)'
(19)

It is easy to show that V(w(é,p),6,p) is a decreasing
function in é when é € (0,1). Then, the upper bound of
the expected payoff can be obtained by letting ¢ be the
smallest feasible value. From (7) and (14), we have 6 > ¢
and 6 > . Since ¢ > &), we can derive the upper bound
of the payoff of the proposed algorithm as (15) by
substituting ¢ into (19).
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However, the discount factor of our game is usually
close to 1. Generally, ¢ is a relatively smaller value in the
range of (0,1). In order to emulate the optimal discount
factor 6, we introduce the following game partition
method. We partition the original repeated game
G(p,6¢) into N distinct subgames as the theorem
illustrates. Each subgame can be regarded as a repeated
game with the discount factor §3. The optimal subgame
number N, which minimizes the gap between 63 and ¢,
can be calculated as N = |logé/logéc|.

As there is always difference between 6 and ¢, it is
more important to study the maximal gap, which results
in the lower bound of the payoff using our game
partition method. Similar to [25], we can show that by
using the optimal N, &Y € [4,6], where § = §/6¢. Sub-
stituting ¢ into (19), we have the lower bound of the
payoff of our proposed algorithm with the proposed
game partition method. When ¢ approaches 1, and §
approaches ¢, the payoff of our algorithm achieves the
payoff upper bound. ]

In the above theorem, the idea of dividing the original
game into some subgames is useful to maintain the efficiency
when § approaches one for our game setting. A larger 6
indicates that future payoffs are more important for the total
payoff, which results in more number of subgames. Since
there are multiple subgames using the belief-based forward-
ing strategy, even if the outcomes of some subgames become
the noncooperation case due to the observation errors,
cooperation plays can still continue in other subgames to
increase the total payoff. Therefore, compared to the trigger
strategy for ad hoc networks [26] in which a node stops
cooperating with other nodes if one single defection is
observed, our approach is much more robust to the defection
caused by noisy and imperfect observation with the above
subgame partition approach. Also, our proposed belief
system takes into consideration of observation or link errors.

4.3 Multinode Multihop Packet Forwarding

In the previous parts, we mainly focus on the two-player
case, while in an ad hoc network there usually exist many
nodes and multihop routing is generally enabled. In this
section, we model the interactions among selfish nodes in
an autonomous ad hoc network as a multiplayer packet
forwarding game, and develop the optimal belief evaluation
framework based on the two-player belief system.

4.3.1 Multinode Multihop Game Model

In this section, we consider autonomous ad hoc networks
where nodes can move freely inside a certain area. For each
node, packets are scheduled to be generated and sent to
certain destinations. Different from the two-player packet
forwarding game, the multiplayer packet forwarding game
studies multihop packet forwarding which involves the
interactions and beliefs of all the nodes on the route. Before
studying the belief-based packet forwarding in this scenar-
io, we first model the multiplayer packet forwarding game
as follows:

e There are M players in the game, which represent
M nodes in the network. Denote the player set as
Ly ={1,2,..., M)}
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e For each player i € I, he has groups of packets to
be delivered to certain destinations. The payoff of
successfully having a group of packets delivered
during one stage is denoted by g.

e For each player i€ Iy, forwarding a group of
packets for another player will incur the cost £.

e Due to the multihop nature of ad hoc networks, the
destination player may be not in the sender i’s direct
transmission range. Player ¢ needs to not only find
the possible routes leading to the destination (i.e.,
route discovery), but also choose an optimal route
from multiple routing candidates to help forwarding
the packets (i.e., route selection).

e Each player only knows his own past actions and
imperfect observation of other players’ actions. Note
that the information history consisting of the above
two parts is private to each player.

Similar to [9], we assume the network operates in discrete
time. In each time slot, one node is randomly selected from
the M nodes as the sender. The probability that the sender
finds r possible routes is given by ¢.(r) and the probability
that each route needs % hops is given by ¢;(h) (assume at
least one hop is required in each time slot). Note that the
h relays on each route are selected from the rest of nodes
with equal probability and % < |§/¢]. Assume each routing
session lasts for one slot and the routes remain unchanged
within each time slot. In our study, we consider that delicate
traffic monitoring mechanisms, such as receipt-submission
approaches [6], are in place, hence, the sender is able to have
the observation of each node on the forwarding route.

4.3.2 Belief Evaluation System Design

In this part, we develop an efficient belief evaluation
framework for multihop packet forwarding games based
on the proposed two-player approach. Since a successful
packet transmission through a multihop route depends on
the actions of all the nodes on the route, the belief evaluation
system needs to consider the observation error caused by
each node, which makes a direct design of the belief system
for the multiplayer case very difficult. However, the belief
system derived for two-player scenarios can serve as the
baseline of how to derive the beliefs in the scenarios of
multihop and multinodes scenarios. Although there are more
complicated interactions between nodes and among a group
of nodes while forming a multihop forwarding route, the
belief of each user are still based on the mutual interactions
with other nodes from his/her own observations.

Different from single-hop two-player packet forwarding
game, in the multihop multinode packet forwarding, the
nodes on each route that are successfully formed can be
considered as a coalition [17]. And, the cooperation within a
coalition can only be enforced while the players follow
certain common game rules. The game also becomes a
competition between coalitions of players, rather than
individual nodes. Since we study the selfish nodes, proper
game rules need to be introduced to maximize the payoff of
each user and prevent the unilateral or multilateral
deviation from the game strategy depending on what
optimization game criteria are applied. Considering the
derived belief system for the two-player game leads to a
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Fig. 3. Belief-based multihop multinode packet forwarding in autono-
mous MANETS.

sequential equilibrium, we apply it to multihop multinode
packet forwarding. In order to cope with more complicated
multihop route forming and selection, multiple phases of
the strategy are considered. It is worth mentioning that the
belief system plays an important role for all strategy phases.
Let R! denote the set of players on the forwarding route of
player i in tth period. Let y;; denote the sender i’s belief
value of the node j on the route. The proposed forwarding
strategy for the multiplayer case is illustrated as follows:

Belief-based multihop packet forwarding (BMPF)
strategy. In the multinode multihop packet forwarding
game, given the discount factor é¢ and p = (p.,py), the
sender and relay nodes act as follows during different
phases of routing process:

e  Game partition and belief initialization: Partition the
original game into N subgames according to (17).
Then, each node initializes its belief of other nodes
as m(6Y,p) and forwards packets with probability
(843, p)-

e Route participation: The selected relay node on each
route participates in the routing if and only if its
beliefs of the sender and other forwarding nodes are
greater than .

e Route selection: The sender selects the route with the
largest p; = Iljcg,pui; with p;; > 7 from the route
candidates.

e Packet forwarding: The sender updates its belief of
eachrelay node’s continuation strategy using (10)-(13)
and decides the following actions based on its belief.

The above BMPF strategy in multihop multinode scenario is
illustrated in Fig. 3, which shows the multihop coalitions
formed by multiple nodes. Note that the idle nodes are the
nodes with low belief values observed from other nodes so
that they cannot participate on a routing candidate. Fig. 3
also illustrates that each node maintains a list of belief
values of all the nodes that it have interactions with.

In the above strategy, the belief value of each node plays an
important role. The nodes who intentionally drop packets
will be gradually isolated by other nodes since the nodes who
have low belief value of the misbehaved nodes will not
cooperate with them or participate in the possible routes
involving these nodes. During the route participation stage,
only the nodes with mutual beliefs that are greater than the
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cooperation threshold can form a forwarding multihop route.
Considering the belief value is defined as the probability of
forwarding, it can be directly used for the source node to
choose the optimal forwarding route from the routing
candidates. It is worth addressing that although the source
node is the beneficiary of gains of one transmission stage, the
relaying nodes gain the belief from others during this
transmission, which will be beneficial to themselves in the
future game stages when they need others to forward packets
for them. Since the repeated game modeling is applied to
model packet forwarding in this paper, the total payoff of
each node (source node or relay node) can be improved if it
participates in multihop packet forwarding following the
BMPF strategy. Note that the equivalent two-player gain g
here is different from that in Table 1, which needs to further
cope with the error propagation and routing diversity
depending on the routing statistics, such as ¢,(r) and g5 (h).
The roles of sender or relay nodes may change over time
depending on which source-destination pair has packets to
transmit. As each node is selfish and trying to maximize its
own payoff, allnodes are inclined to follow the above strategy
for achieving the optimal payoff. In order to formally show
the optimality of the proposed BMPF strategy, we have the
following theorem:

Theorem 4. The packet forwarding strategy and belief evaluation
system specified by the BMPF Strategy lead to a sequential
equilibrium for the multiplayer packet forwarding game.

Proof. A sequential equilibrium for the game with imperfect
information is not only sequential rational but also
consistent [17]. First, we prove the sequential rationality
of the proposed strategy using the one-step deviation
property [17], which indicates that (o, i) is sequentially
rational if and only if no player i has a history h; at which
a change in o0;(h;) increases his expected payoff.

In route participation stage, we assume each forward-
ing node j € R; has built up a belief value of the sender i
as j1j; and the belief values of any other relay node k € R;.
One-step deviation property is considered for the
following three subcases for any forwarding node j:
First, if p1;; > 7 and pj. > 7,k # j, a one-step deviation is
not to participate in the routing. In this case, the
forwarding node will miss the opportunity of cooperat-
ing with the sender, which has been shown to be
profitable for the forwarding node in (8). Second, if pj; <
mand pj, > m, k # j, a one-step deviation is to participate
in the routing. Since the relay node j will drop the packet
from the sender i, the equivalent cooperation gain g in
Table 1 will decrease due to packet-drop of the
participated nodes, which also decreases the future gain
of node j. Although node j does not afford the cost to
forward packets for node i, its future gain will be
damaged due to a smaller g. Thus, one-step deviation is
not profitable in this subcase. Third, if y;; < 7 and there
exists node k such that p; <, the noncooperation
forwarding behavior may happen since node j’s belief
of node k is lower than the threshold w. Such possible
noncooperation outcome may decrease the expected
equivalent gain g, which results in future payoff loss as
(15) shows. Therefore, in all of the above three subcases of
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the route participation stage, one-step deviation from the
BMPF Strategy cannot increase the payoffs of the nodes.
In route selection stage, two subcases need to be
considered for one-step deviation test. First, if the largest
w; with p;; < w35 is selected as the forwarding route,
there are noncooperation interactions between the
sender ¢ and relay j, which decreases the expected
equivalent gain g and then lower the future payoffs.
Second, if not the route with largest p; is selected, the
expected gain g can still be increased by another route with
larger successful forwarding probability. Thus, one-step
deviation is not profitable in the route selection stage.
Further, Theorem 1 can be directly applied here to
prove the sequential rationality for every packet for-
warding stage. To sum up, the BMPF Strategy is
sequential rational for the multinode multihop packet
forwarding game. Besides, following the definition of the
consistency for sequential equilibria [17], it is straightfor-
ward to prove it for our BMPF Strategy. Therefore, the
proposed multiplayer packet forwarding strategy is a
sequential equilibrium. ]

Since the above theorem has proved that the BMPF
Strategy is a sequential equilibrium, the cooperation among
the nodes can be enforced and no selfish node will deviate
from the equilibrium. As all nodes will follow the proposed
strategy to have optimal payoffs, the expected gain g in
Table 1 can be written as follows:

9=§-Epa[l = [1 = (w(1 = pp))"]'] = B(h) - (20)

where E(h) is the expected number of hops and E,
represents the expectation with respect to the random
variables r and #. The first term on the RHS of (20) is the
expected gain of the sender considering multiple hops and
possible routes; the second term on the RHS is the expected
forwarding cost of sender ¢ for returning the forwarding
favor of the other relay nodes on its route. Note that 7 in (20)
is also affected by g as shown in (18), which makes the
computation of g more complicated. However, as we shown
in Theorem 3, the optimal 7 approaches ¢ when 6 approaches
¢. Considering the situations when é¢ approaches 1, 7 can be
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Fig. 5. Payoff ratios of the proposed strategy to the cooperative strategy.

very close to ¢ as ¢ is approached. Then, we can approximate
g by substituting = with ¢ in (20), which is only determined
by py and p,.

In addition, in this section, we mainly focus our study on
how to build an efficient and formalized belief system that
can enforce cooperation in both single-hop and multihop
ad hoc networks. Our approach can be applied together
with well-studied trust evaluation and propagation models
proposed in [13], [15], [16] to propagate and share our
defined belief metrics to further enhance the cooperation
level in MANETS.

5 SIMULATION

In this section, we investigate the cooperation enforcement
results of our proposed belief evaluation framework by
simulation.

We first focus our simulation studies on one-hop packet
forwarding scenarios in ad hoc networks, where the two-
player belief-based packet forwarding approach can be
directly applied to. Let M =100, g =1, and ¢ = 0.2 in our
simulation. In each time slot, any one of the nodes is picked
with equal probability as the relay node for the sender. For
comparison, we define the cooperative strategy, in which we
assume every node will unconditionally forward packets
with no regard to other nodes’ past behaviors. Such
cooperative strategy is not implementable in autonomous
ad hoc networks. But it can serve as a loose performance
upper bound of the proposed strategy to measure the
performance loss due to noisy and imperfect observation.

Fig. 4 shows the average payoff and performance bounds
of the proposed strategy based on our belief evaluation
framework for different p; by comparing them with the
cooperative payoff. Note that p, = 0.01 and §¢ = 0.99. It can
be seen from Fig. 4 that our proposed approach can enforce
cooperation with only small performance loss compared to
the unconditionally cooperative payoff. Further, this figure
shows that the average payoff of our proposed strategy
satisfies the theoretical payoff bounds developed in Theo-
rem 3. The fluctuation of the payoff curve of our strategy is
because only integer number of subgames can be partitioned
into from the original game. Fig. 5 shows the ratio of the
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payoffs of our strategy to those of the cooperative strategy
for different p. and p; . Here, we let 6¢ = 0.999 to approach
the payoff upper bound. It can be seen from Fig. 5 that even
if py is as large as 0.1 due to link breakage or transmission
errors, our cooperation enforcement strategy can still
achieve as high as 80 percent of the cooperative payoff.

In order to show that the proposed strategy is cheat-proof
among selfish users, we define the deviation strategies for
comparison. The deviation strategies differ from the
proposed strategy only when the continuation strategy op
and observation F' are reached. The deviation strategies will
play op with some deviating probability p; instead of
playing or as the proposed belief evaluation framework.
Fig. 6 compares the nodes’ average payoffs of the proposed
strategy, cooperative strategy, and deviation strategies with
different deviating probabilities. Note that 6¢ = 0.999 and
pe = 0.1. This figure shows that the proposed strategy has
much better payoffs than the deviating strategies.

Then, we study the performance of the proposed multi-
hop multinode packet forwarding approach. Before evalu-
ating the performance of our proposed strategy, we first
need to obtain the routing statistics, such as ¢,(r) and g5 (h).
An autonomous ad hoc network is simulated with M nodes
randomly deployed inside a rectangular region of 10y x 10y
according to the 2-dimensional uniform distribution. The
maximal transmission range is v = 100 m for each node, and
each node moves according to the random waypoint model
[27]. Let the “thinking time” of the model be the time
duration of each routing stage. Dynamic Source Routing
(DSR) [27] is used as the underlying routing to discover
possible routes. Let A = M7/100 denote the normalized
node density, i.e., the average number of neighbors for each
node in the network. Note that each source-destination pair
is formed by randomly picking two nodes in the network.
Moreover, multiple routes with different number of hops
may exist for each source-destination pair. Since the routes
with the minimum number of hops achieve the lowest costs,
without loss of generality, we only consider the minimum-
hop routes as the routing candidates.

In order to study the routing statistics, we first conduct
simulations to study the hop number on the minimum-hop
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route for source-destination pairs. Let hmin(ni,n;) =
[dist(n;, n;)/~] denote the ideal minimum number of hops
needed to traverse from node ¢ to node j, where dist(n;, n;)
denotes the physical distance between node ¢ and j, and let
h(n;,n;) denote the number of hops on the actual mini-
mum-hop route between the two nodes. Note that we
simulate 10° samples of topologies to study the dynamics of
the routing in ad hoc networks. First, Fig. 7 shows the
approximated cumulative probability mass function (CMF)
of the difference between the ﬁ(n,j,nj) and Amin(n;,n;) for
different node densities. Based on these results, the average
number of hops associated to the minimum-hop route from
node i to j can be approximated using the dist(n;, n;), v, and
the corresponding CMF of hop difference, which also gives
the statistics of ¢ (h). Besides, it can be seen from Fig. 7 that
lower node density results in having a larger number of
hops for the minimum-hop routes, since the neighbor nodes
are limited for packet forwarding in such scenarios. Second,
we study the path diversity of the ad hoc networks by
finding the maximum number of minimum-hop routes for
the source-destination pair. Note that there may exist the
scenarios where the node may be on multiple minimum-
hop forwarding routes for the same source-destination pair.
For simplicity, we assume during the route discovery
phase, the destination randomly picks one of such routes
as the routing candidate and feeds back the routing
information of all node-disjoint minimum-hop routes to
the source. Fig. 8 shows the CMF of the number of the
minimum-hop routes for different hop number when the
node density is 30. This figure actually shows the ¢, (r)
statistics when the ideal minimum-hop number is given.
Based on the routing statistics given in Figs. 7 and 8, we are
able to obtain the expected equivalent two-player payoff
table for multinode and multihop packet forwarding
scenarios using (20).

We compare the payoff of our approach with that of the
cooperative one in Fig. 9. Note that multihop forwarding
will incur more costs to the nodes since one successful
packet delivery involves the packet forwarding efforts of
many relay nodes. Also, the noisy and imperfect observa-
tion will have more impact on the performance as each
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node’s incorrect observation will affect the payoffs of all
other nodes on the selected route. We can see from Fig. 9
that our proposed strategy maintains high payoffs even
when the environment is noisy and the observation error is
large. For instance, when p,=0.2 and p;=0.1, our
proposed strategy still achieves over 70 percent payoffs of
the unconditionally cooperative payoff.

6 CONCLUSION

In this paper, we exploited how to enforce cooperation in
autonomous ad hoc networks under noisy and imperfect
observation. The vulnerability analysis is carried out to
understand the challenges of achieving cooperation en-
forcement in the scenarios with noisy and local/imperfect
observation. In our approach, by modeling the packet
forwarding as a repeated game with imperfect information,
we develop the belief evaluation framework for packet
forwarding to enforce cooperation in the scenarios with
noisy and imperfect observation. It is shown in this paper
that the behaviorial strategy with well-defined belief system
in our proposed approach can not only achieve the
sequential equilibrium for the repeated games, but also
have high payoffs. We develop and analyze the belief-based
strategy for both the two-node scenario and multinode
multihop networking scenarios with only each node’s
action history and imperfect private observation required
for the proposed strategy. The simulation results illustrate
that the proposed belief evaluation framework achieves
stable and near-optimal equilibria in ad hoc networks under
noisy and imperfect observation.

APPENDIX

Proof of Theorem 1. First, we prove the sequential
rationality of the solution obtained by our algorithm. It
is already shown in [17] that (o,u) is sequentially
rational if and only if no player ¢ has a history at which
a change in o;(h;) increases his expected payoff. This is
also called the one-step deviation property for sequential
equilibrium, which we use in our proof to show the
sequential rational property of the proposed solution. O
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There are three possible outcomes considering the
relation between p and .

1. If g;(ht™") > m, a one-step deviation from o* is to drop
packets in current period and continue with ¢* in the
next period. Since the action player ¢ chooses is D, the
operators (12) and (13) need to be considered for
updating beliefs. Noting that u;(hi™!, (D, f)) is an
increasing function with respect to p(hi™!) and
p(hi™1) <1, we can obtain that p;(hi™!, (D, f)) < pe.
Since 7 > 1/2 and p, < 1/2, we have the continuation
belief satisfying ;(h!™', (D, f)) < m. Then, only the
following two subcases need to be considered:

a. Suppose p;(hi™',(D,d)) <. In this case, since
,U'i(hf'ilv (D7 d)) < and /y"i(h?% (Dv f)) <, the
one-step deviation results in the continuation
strategy op. Considering the node’s current
action D, the deviated node will play op in this
subcase. But, (8) shows that the rational node
prefers or than op when ui(hﬁfl) > 7. Then, a
one-step deviation here cannot increase the
payoff of the node.

b. Suppose p;(hi™*, (D, d)) > 7. The one-step devia-
tion is to drop packets in current period and
continue with op if the history information set
(D, f) is reached or continue with o if (D, d) is
reached. Compared with the first subcase, we
find that the one-step deviation differs from op
only when the information set (D, d) is reached.
Let AV(p) be the payoff difference between the
proposed solution and the one-step deviation,
which can be written as

AVi(ui™h) = AVi(ui™) = [t - ps
+(1=pe)- (1= pl ™) - AVi(u(hi™, (D, d))),
(21)

where the first term on the RHS is the payoff
difference between or and op, and the second
term on the RHS is the conditional payoff
difference when (D, d) is reached. Noting that
(13) indicates p;(hi™',(D,d)) < pi(hi™!) and
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AV(p) is an increasing function in u. we have
AVi(pi (W) > AVi(ui(Ri, (D, d))). Moreover,
as the coefficient of the second term in (21) is
less than one, AVj(u;(hi™")) is strictly greater
than zero. Thus, the one-step deviation is not
profitable in this subcase.

Since there is no subcases other than the above
ones, we show that if m(h;j‘l) > 7, the one-step
deviation cannot increase the payoff for the node.

2. If pi(hi™') <, a one-step deviation from o* is to
forward packets in current period and continue
with ¢* in the next period. Considering 7 < ¢ and
wi(hi1, (F,d)) is an increasing function in yu;(hi™1),
we can show that y; (ki ™!, (F,d)) < 1/2if ;(hi™Y) < =,
thus p;(hi™!, (F, d)) < 7 Then, there are two subcases:

a. If p(hi™',(F,f)) >, the one-step deviation
from ¢* becomes playing the cooperation strat-
egy op. As we have shown in (8), op is
preferable to op if p;(hi™!) < m.

b. If w(hi™1 (F,f)) <m the deviated strategy
differs from o only when the private history
(F, f) is reached. Let AV (u;(hl™")) be the payoff
difference between the equilibrium strategy op
and the one-step deviation strategy, which can
be obtained as

AV (pi(hi™h) = AV (ui(hi™") = s (hi™) (1 = py)
b pe (1= ()] AV (i), (F, ).
(22)

Note that AV(u(h™)) < AV(u(h), (F, )
considering y;(hi™, (F, f)) > pi(hi™). As the
coefficient of the second term on the RHS in
(22) is less than one, we have a positive
AV (ui(ht™1)), which shows that the one-step
deviation in this subcase cannot increase payoff.

3. If p(hi™') == the node is indifferent between
forwarding packets and dropping packets from (8).
Obviously, a one-step deviation will not change the
expected payoff.

By studying the above three cases, we prove that the
proposed strategy (o*,m) of the packet forwarding game is
sequential rational when 7 € (1/2, ¢).

Then, we prove the consistency of the proposed strategy.
Since the proposed strategy is a pure strategy when 1; # mwe
construct a completely mixed strategy (of,uf), which is
constructed by allowing a tremble with a small probability e
from purely forwarding strategy or dropping strategy. By
applying (10)-(13) to calculate the belief-update system with
tremble, it is easy to show that uf converges to p; when ¢
approaches zero. Therefore, given a sequence € = (¢,)r-,
satisfying lim, . €, = 0, we can show that the sequence
(o5, pim)or, of strategies with completely mixed strategies
converges to the proposed strategy (¢, 1) while the belief
system being updated by Bayes’ rule.

Therefore, since the proposed strategy satisfies the
sequential rationality and consistency properties when
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me (1/2,¢), it is a sequential equilibrium for the packet
forwarding game with imperfect private observation.
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