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Abstract—Channel estimation error and cochannel interference
(CCI) problems are among the main causes of performance degra-
dation in wireless networks. In this paper, we investigate the impact
of cooperative communications on mitigating the effect of channel
estimation error and CCI. Two main performance criteria, namely,
the traditional outage probability and the proposed signal-to-noise
ratio (SNR) gap ratio, are utilized to characterize such impact. The
SNR gap ratio measures the reduction in the SNR due to channel
estimation error or CCI. Taking into consideration the channel es-
timation error, we show that the outage probability is reduced by
utilizing cooperative transmission protocols. We also show that co-
operative transmission scenarios, in which each cooperating relay
forwards its signal over an orthogonal channel, result in lower SNR
gap ratio compared to that of the direct transmission. Thus, coop-
erative transmission schemes are less susceptible to the effect of
channel estimation error compared to direct transmission. More-
over, increasing the number of cooperating relays reduces the ef-
fect of the channel estimation error more. Timing synchroniza-
tion error arises in distributed space-time cooperative schemes,
in which the cooperating relays are simultaneously transmitting
their signals over the same channel. Unlike the channel estimation
error, the effect of the timing synchronization error gets worse as
the the number of cooperating relays increases. In this work we
also study the tradeoff between the timing synchronization error
and the channel estimation error, and show their net impact on the
system performance. Finally, we illustrate that CCI can be mod-
eled in a similar fashion to the channel estimation error, and hence
the cooperative transmission schemes are also less susceptible to
the effect of CCI.

Index Terms—Channel estimation error, cochannel interference
(CCI), cooperative diversity, distributed transmit beamforming,
relay selection, timing synchronization error.

1. INTRODUCTION

ECENTLY, cooperative communications for wireless
R networks have gained much interest due to its ability to
mitigate fading in wireless networks through achieving spatial
diversity, while resolving the difficulties of installing mul-
tiple antennas on small communication terminals. Cooperative
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communication protocols make use of the broadcast nature
of wireless channels, where a number of relay nodes are as-
signed to help a source in forwarding its information to its
destination, hence forming a virtual antenna array. Various
cooperative diversity protocols were proposed and analyzed in
[11-(8].

In [2], Laneman er al. described various techniques of co-
operative communication such as decode-and-forward and am-
plify-and-forward. In [3], it was shown that there exists a col-
laborative code that can achieve almost the same performance
gain as that of traditional space-time codes. The symbol error
rate (SER) for single- and multinode decode-and-forward coop-
erative technique was analyzed in [4] and [5]. It was shown that
the conventional cooperative communication scenario, in which
each of the available N relays forwards the source’s informa-
tion over an orthogonal channel (e.g., time or frequency slot),
achieves full diversity order equal to N + 1. However, the band-
width efficiency drops to 1/(/N + 1) symbols per channel use
(SPCU). In [6] a relay selection cooperative scheme, in which
only one relay forwards the source’s information, has been pro-
posed. It was shown that relay-selection cooperative scheme
achieves high bandwidth efficiency while guaranteeing full di-
versity order. Distributed space-time cooperative schemes, in
which the helping relays simultaneously forward modified ver-
sion of the source’s information, have been proposed and an-
alyzed in [7] and [8]. It was shown that distributed coopera-
tive schemes, under certain conditions, can achieve full diver-
sity order.

Channel estimation error, caused possibly by Doppler shift
or noise on the pilot signals, can cause dramatic performance
degradation in wireless networks. In [9], it was examined that
channel estimation error results in lower average signal-to-noise
ratio (SNR) and higher average error rate in orthogonal fre-
quency division multiplexing (OFDM)-based systems. It was
also shown in [10] via simulations results that channel estima-
tion error causes error floor in the amplify-and-forward cooper-
ative scheme. In [11], a superposition coding scheme was pro-
posed to reduce the channel estimation effect when the users
have largely different SNR.

In addition to the channel estimation error problem, the
cochannel interference (CCI) problem also arises in networks
such as cellular networks, in which users of different neigh-
boring cells are simultaneously transmitting their data over
the same channels (e.g., OFDM subcarriers). CCI results in
lower signal to interference plus noise ratio (SINR), which
causes dramatic performance degradation. Recently, there have
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been some works that studied the impact of the multiple-input
multiple-output (MIMO) techniques on the CCI problem
[12]-[15], in which it was shown that MIMO techniques can
reduce the effect of the CCI problem. In general, we note that
in communication systems with channel estimation error or
CCI, we cannot get arbitrarily large SNR for high transmission
power.

Motivated by the bad impact of channel estimation error and
CCI on the direct transmission scenario, we investigate in this
paper the ability of the various cooperative transmission proto-
cols mentioned above to mitigate such impact. We consider two
main performance criteria to characterize the impact of cooper-
ative communications on channel estimation error, namely, the
traditional outage probability and the proposed SNR gap ratio.
The SNR gap ratio quantifies the reduction in the SNR due to
channel estimation error. First, we show that the outage prob-
ability is reduced due to utilizing cooperative communication
scenarios in the presence of channel estimation error. Second,
we illustrate that cooperative transmission protocols, either the
conventional or the relay-selection schemes, reduce the SNR
gap ratio compared to that of the direct transmission. We find
that cooperative communication protocols are less susceptible
to channel estimation error by achieving spatial diversity via re-
lays and distributing the total transmission power across mul-
tiple transmission phases. Moreover, increasing the number of
relays reduces the effect of the channel estimation error more.
With respect to CCI, we also show that cooperative communica-
tion protocols can mitigate the effect of CCI problem compared
to the direct communication.

Unlike the conventional and relay-selection cooperative
protocols, distributed space-time cooperative schemes allow
simultaneous transmission among the cooperating relays. In
these schemes, there is no guarantee that all the cooperating
relays start their transmission at the same instant since they
are not completely synchronized with each other. Furthermore,
the received signals at the destination from the simultaneously
transmitting relays experience different propagation delays.
Therefore distributed space-time cooperative schemes suffer
from timing synchronization error, which results in interference
terms that dramatically increase the error rate [16], [17]. Unlike
the channel estimation error, increasing the number of relays
increases the timing synchronization error effect. In this paper,
we study the tradeoff of the impact of the channel estimation
and the timing synchronization errors on the performance of
the distributed transmit beamforming cooperative scheme. For
a fixed channel estimation error variance, we show that at low
data transmission power the effect of the timing synchroniza-
tion error is more significant, and having more relays results
in higher SNR gap ratio. As the transmission power increases,
the channel estimation error dominates and having more relays
leads to lower SNR gap ratio.

In this paper, we focus on the single-carrier analysis, however,
the analysis can be easily extended to the multicarrier OFDM
systems. The rest of this paper is organized as follows. In the
next section, we describe the system model of the communi-
cation system, taking into consideration the channel estimation
error effect, and explain the problem formulation. We Study the
impact of various communication scenarios on the channel es-
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Fig. 1. Cooperative communication system with a set of [V relays. Solid line

represents the direct transmission and dashed lines represent the cooperative
transmissions via the relays.

timation error and CCI in Section II. In Section III, we con-
sider the timing synchronization error and how it interacts with
the channel estimation error. Finally, Section IV concludes the

paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Communication scenarios, which are based on training se-
quences (pilots) for channel estimation, are implemented in two
consecutive phases, namely, training phase and data transmis-
sion phase. In the training phase, the channel is estimated using
aknown training sequence with a particular pilot power, denoted
by Ppiiot. A particular pilot transmission power Pp;;,+ results in
a certain level of channel estimation error variance, referred to
as «, which is inversely proportional to the pilot transmission
power. In the end of the training phase, the receiver has an es-
timate of the channel to be utilized in the coherent detection of
the transmitted data in the following data transmission phase.
In the data transmission phase, the channel estimate is fixed and
does not depend on the data transmission power, P. Hence, the
channel estimation error does not depend on the data transmis-
sion power, P.

The communication system under consideration is shown in
Fig. 1. It consists of the source s, the destination d, and a set
of N transmitting/receiving nodes 71,73, - - -, v, which will be
referred to as relays. We note that each of the nodes s, r;, 1 =
1,2,---, N has a data of its own, and its role interchanges be-
tween being a source sending its own information or a relay for-
warding other nodes information. We assume that all the N + 1
transmitting nodes utilize the same pilot transmission power,
Ppitot, to allow the destination to estimate the corresponding
channel responses. Each node broadcasts its pilot signal in a sep-
arate training phase. The transmitted pilot signal is received by
the destination as well as all the other nodes. Every receiving
node can then estimate its corresponding channel response with
the sender. We note that no extra pilot transmission power is
needed in the cooperative transmission protocols compared to
that required in the direct transmission case. Finally, we assume
that there is a fixed channel estimation error variance, «, re-
sulting from the training phase due to utilizing pilot transmis-
sion power of Pp;jo:.
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We take into consideration the channel estimation error in the
data transmission phase as follows. In the direct transmission
scenario, the source sends its data symbol to the destination in
one phase, which can be a time or frequency slot. The received
symbol at the destination can be modeled as

y,Ed = \/F(hs,d + h(y)x + NO"]()/ (1)

where the superscript D denotes the direct transmission sce-
nario, z is the transmitted symbol with unit energy, i.e., |z|> =
1, hs,q is the estimated source-destination channel coefficient,
h. denotes the channel estimation error, 7,, is a zero-mean addi-
tive white Gaussian noise (AWGN) with unit variance, and N
is the noise variance. In [11], the additional term resulting from
channel estimation error, namely \/]_Dl’ha in (1), was called
self-noise because it represents an added noise term that scales
with the data transmission power.

The channel estimation error is a summation of large number
of small quantities representing the intercarrier interference
and noise, and hence it can be modeled as a Gaussian random
variable via the central limit theorem [18]. Similar to [9], the
channel estimation error h, is modeled as a zero-mean com-
plex Gaussian random variable with variance «. For constant
modulus transmitted symbol z, the additional self-noise term
(V/Pzhy) is a zero-mean complex Gaussian random variable
with variance aP. Thus, (1) can be rewritten as

ygd = \/ﬁhs,dw + v/ aP + N07757d 2)

where 7, 4 is a zero-mean Gaussian random variable with unit
variance. We note that the system model in (2) is similar to
the one that was considered to represent the channel estimation
error effect in [11].

In the conventional N-relay cooperative transmission sce-
nario, a transmission of one symbol is implemented in N + 1
phases. In the first phase, the source broadcasts its symbol to
the relays and the destination with a transmission power of Fy.
Taking into consideration the channel estimation error as in (2),
the received symbols at the destination and the :th relay can be
modeled as

ygd =4/ P()}std:ﬂ + vV aPy + No’r]s_’d./
¥, =V Pohsrx + aPy + Nons,, i=1,2,---,N. (3)

respectively, where the superscript C' denotes the cooperative
transmission scenario, hs ., is the estimated channel coefficient
between the source and the ith relay, and 7, is a zero-mean
AWGN with unit variance.

In this paper, we consider the decode-and-forward coopera-
tive protocol [4], [5]. In the decode-and-forward protocol, each
relay decides whether to forward the received information or
not according to the quality of the received signal. We assume
that every relay can tell whether the received information is cor-
rectly decoded or not [4], [S]. If the sth relay correctly decodes
the received symbol, then it forwards the decoded symbol to the
destination in the (4 4 1)th phase, otherwise it remains idle. The
received symbol at the destination in the (¢4 1)th phase is given

by
%Cd =1/ Pih,, 4t + \/ aP; 4+ Nony, a 4)
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where P = P; if the relay decodes the symbol correctly,
otherwise P, = 0, h,, 4 is the estimated channel coefficient

between the ith relay and destination, and 7, 4 is a zero-mean
AWGN with unit variance. The transmission powers, P;
1 = 0,1,---, N, are allocated subject to a total power con-
straint of Py + Zf\;l P; = P [5]. This power constraint is
imposed to guarantee a fair comparison with the direct trans-
mission scenario.

Flat Rayleigh fading channels are considered. Let h,, , be a
generic channel coefficient representing the channel between
any two nodes, where h,, ,, is modeled as zero-mean complex
Gaussian random variable with variance 63’7). The channel gain
squared |k, »|? follows an exponential random variable with
mean 612“, [18]. We assume that the channel coefficients be-
tween each two nodes are independent of each other [4], [5],
which can be practically achieved by deploying the nodes far
enough from each other.

Below, we illustrate the performance degradation due to
channel estimation error in the direct transmission case. For
the direct transmission scenario defined in (2), the destination
applies the conventional matched filter [18] as A% ,ys 4. The
output SNR, denoted as v, can be computed as ’

D P

= —|hg 2, 5
N0+aP| dl (5)

Y

In the perfect channel estimation scenario, i.e., & = 0, the SNR
at the destination increases with the data transmission power
P. However with channel estimation error, increasing the data
transmission power cannot lead to arbitrarily large SNR. This
limits the performance of the direct transmission scenario and
causes dramatic performance degradation. We also note that the
effect of the channel estimation error, which is aP in (5), in-
creases with high data transmission power. Motivated by the
bad impact of channel estimation error on the direct transmis-
sion scenario, we investigate in the next section the ability of
the various cooperative transmission protocols to mitigate such
impact.

III. EFFECTS OF COOPERATIVE COMMUNICATIONS

A. On Channel Estimation Error

In this subsection, we analyze the performance of the direct
and cooperative transmission scenarios introduced in Section II.
For each scenario, we calculate the outage probability and the
SNR gap ratio, which is defined as

R= 7|(a=0) - 7|(a7$0)
E {’Y|(a:0)}

where F{.} denotes the statistical expectation of a particular
random variable. Intuitively, the SNR gap ratio measures the
reduction in the SNR, (7[(a=0) — ¥|(az0)), compared to the
average SNR without channel estimation error, i.e., it measures
the relative SNR gap ratio.

For the direct transmission scenario defined in (2), the output
SNR in (5) is an exponential random variable with mean
(P82 )/ (No+aP),ie,vyP ~ exp((No+aP)/(P§%,)). The
outagé probability, which is defined as the probabilit); that the

(6)

Authorized licensed use limited to: University of Maryland College Park. Downloaded on December 23, 2009 at 11:01 from IEEE Xplore. Restrictions apply.



340

output SNR is less than a particular threshold ;,, is computed
as

A No + aP
F’Y” ('Yth) = Pr(’yD < 'Yth) =1-—exp (_Oifyth) :

P552, d
(7N
By substituting (5) into (6), the direct transmission SNR gap
ratio can be written as

aP
RP = )|hs,d|2. (8)

6§’d(N0 + aP

The source-destination channel gain squared |hs.a)? is an expo-
nential random variable with mean 62 ;. Hence, the direct trans-
mission SNR gap ratio in (8) is an exponentlal random variable,

i.e., RP ~ exp((No + aP)/(aP)). Finally, the average SNR
gap ratio can be calculated as
P
E{RP} = 9
{77} No + aP ©)

In the conventional cooperative transmission scenario, the
destination applies maximal-ratio combining (MRC) [19] to co-
herently combine the signals received from the source and the
N relays. The output of the MRC detector at the destination is
given by

c VP

N \/*
VP ey b 4 (10
Yy No + P, dyd ZNO—i—P z,dy“d (10)
Let P [PO Pl, PN]T denote the power distribution

vector, ~vvhere T denotes vector transpose. For a fixed power
vector P, the conditional SNR can be computed as

~ Py P;
P 4fs + —_— 11
¥O(P) = No+ P|Ld| ZNO—i— P, (11

|hs, d|

In the sequel, we obtain the distribution of the power vector
f’, which is based on the transmission between the user and the
sth relay, modeled in (3). Without loss of generality, we assume
M-PSK modulation type. The conditional SER at the sth relay,
which is conditioned on the the channel coefficient h; ,.,, can be
written as [20]

(M—1)x/M

1
eher = U(y,) 2z / exp (
m
0

where v; = Pylhs.,|?/(No + aPp) is the instantaneous SNR
at the ith relay and b = sin®(w/M). By averaging (12) with
respect to the exponential random variable |h; .., |?, the SER can

0) a6 (12)

be given by
= |14+ bPodss (13)
T (No + aPy)sin” 6
where F (z(8)) = 1/x [ ™M 1/2(6)d

As descrlbed in Section II, the ¢th relay retransmits the
source’s symbol only if it has correctly decoded that symbol.
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Hence the power of the ith relay, P,i=1,2---,N,is dis-
tributed as a Bernoulli random variable with success probability
equal to (1 — ¢), i.e.

bPys2 .
i P, wp.1-F <1+(1\Q)+0?Pm)
(14)

P =
bPo6;
0 wp.F <1 + W)

where w.p. stands for “with probability”. We note that the re-
lays’ powers P;, 7 = 1,2, N are independent random vari-
ables since each one depends on its own source-relay channel
gain |hs ., |, which are independent of each other as assumed in
Section II. ~

By averaging the conditional SNR in (11) with respect to P,
the cooperative transmission SNR can be obtained as

N

P, P;

C 0 2 )
= — hs _—
N0+OéP0| 7d| +;N0+06Pi

bP, S

62 ,
e " heoal®. (15
’ ( 1 < " (No+aP0)sin29>> |Por, ] (15)

Let hg = |hs,d|2/6§,d and h; = |h7‘i,d|2/6z,,d’ 1=1,2,---,N,
where h;, ¢ = 0,1,---, N, is distributed as a zero-mean
complex Gaussian random variable with unit variance. Conse-
quently, the SNR in (15) can be rewritten as

gl

N

7¢ = Zai|hi|2

=0

(16)

where ag = Pob2 ;/(No + aPy) and a; = (P65}, d/(No +

ab;))(1 - Fl(l + (bPoéZ,. /(No + aP0)51n 9))),
1 = 1,2,---,N. Furthermore, the outage probability is

calculated as
%h Zb <1_6Xp< %h))

where b; = Hk ok2i(@i/(a; —ar)),i=10,1,--- N.
By substituting (16) into (6), the cooperative transmission
SNR gap ratio can be given by

a7)

c N
v | (a=0) — 2
RC =2 cilhil (18)
E {’YC| —0)} Z
where
_ 53 d ap()
0= S 0 N() + OéPO
52 2
o, P; bPyoz .
¢ =— -—Fh {1+ 0—2
NO N0+Oép) Ng N(]Sln 0
F 1 + bP0652,r7
TN aP (No + aPy)sin®6 | |’
(19)

in which § = E{y|(4=0)} = Zﬁio @3] (a—q)- The cooper-
ative transmission SNR gap ratio defined in (18) represents a
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TABLE I

SIMULATION PARAMETERS OF A TYPICAL CELLULAR SYSTEM
[ Parameter [ Value

Cell radius 1 km

Site-to-site distance 2 km

Thermal noise -100dBm

Max transmission power 25 dBm

Carrier frequency 1.9 GHz

Propagation model 31.5 + 35logo(d in m)dB

weighted sum of a set of independent chi-square random vari-
ables [18] and its probability density function (PDF) can be
written as

N
d,‘ T
= — —— | U 20
fuet) =3 frew (1)U oo
where d; = ngo peilci/(ci —cx)),i=0,1,---, N. Finally,
the average of the cooperative transmission SNR gap ratio is
computed as

N

E{R°} = c.

=0

21

1) Numerical Comparisons: Now, we present some numer-
ical results to illustrate the impact of the cooperative transmis-
sion scheme on the channel estimation error. The outage prob-
ability and SNR gap ratio are utilized to characterize such im-
pact. For fair comparison, we assume that a total power P is
available for the direct and cooperative transmission scenarios.
We assume maximum of N = 6 relays are available and we
consider power allocation policy, in which Py = P/2 and P; =
P/(2N),i = 1,2,---, N [5]. QPSK modulation type is as-
sumed throughout this paper. Table I summarizes a typical set of
simulation parameters for cellular networks. Finally, the shown
results are averaged over 1000 independent network realiza-
tions, where the locations of the users and the relays are ran-
domly distributed in each realization.

We assume that the channel estimation error variance is o =
0.05. As indicated in Section II, the channel estimation error
variance « is fixed and does not depend on the data transmis-
sion power, P. Fig. 2 depicts the outage probability, given by (7)
and (17) for the direct and cooperative transmission scenarios,
respectively, at P/Ny = 20 dB. As shown, the direct transmis-
sion has the highest outage probability for any SNR threshold,
v+ It is also shown that as the number of relays increases, the
cooperative transmission outage probability reduces. This is due
to the fact that cooperative transmission with /V relays provides
N + 1 independently faded paths from the source to the desti-
nation. Hence, diversity order N + 1 is achieved.

In addition to the outage probability, the average SNR gap
ratio is of great interest. Fig. 3 depicts the PDF of the SNR gap
ratio at P/Ny = 20 dB for the direct and cooperative trans-
missions. As shown, the direct transmission SNR gap ratio has
an exponential distribution. On the other hand, the cooperative
transmission SNR gap ratio has a weighted-sum chi-square dis-
tribution (20) that depends on the number of relays. It is also
shown that as the number of relays increases, the PDF of the
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Fig. 2. Channel estimator error: outage probability of the direct and coopera-
tive transmission scenarios for « = 0.05 and P/N, = 20 dB. Cooperative
transmission reduces the outage probability as the number of relays increases.
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Fig. 3. Channel estimator error: probability density function of the direct and
cooperative transmission scenarios for &« = 0.05 and P/N, = 20 dB. Direct
transmission has an exponential distribution while cooperative transmission has
weighted-sum chi-square distribution.

cooperative transmission SNR gap ratio gets more concentrated
in the low-ratio region.

Fig. 4 depicts the average SNR gap ratio for the different
transmission scenarios as a function of P/Ny. For fixed Ny,
Fig. 4 shows that the average SNR gap ratio increases with
the data transmission power, P. This is due to the fact that the
channel estimation error effect, which is aP in (2), is more
significant at high transmission power compared to the noise
variance. At high transmission power, the average SNR gap
ratio is 1 as can be shown using (9). It is also depicted in Fig. 4
that the direct transmission scenario has the largest SNR gap
ratio compared to the conventional cooperative transmission
scenario. Furthermore, increasing the number of utilized relays
reduces the average SNR gap ratio. At P/Ny = 10 dB, the
direct transmission scenario suffers SNR gap ratio of 0.33,
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Fig. 4. Channel estimator error: average SNR gap ratio of the direct and coop-
erative transmission scenarios for e« = 0.05. Cooperative transmission reduces
the average SNR gap ratio as the number of relays increases.

while the cooperative transmission scenario with N = 6 relays
suffers SNR gap ratio of 0.06. From Fig. 4, we conclude that
the cooperative communication protocol reduces the effect of
the channel estimation error, which is one of the main results of
this paper. In this subsection, we have investigated the impact
of the conventional cooperative transmission scenario on the
channel estimation error. In the next subsection, we investigate
such impact on the CCI problem.

B. On CCI

In this subsection, we investigate the impact of the coopera-
tive communications on the CCI problem in cellular networks
(e.g., OFDM-based cellular networks). Reuse factor 1 is as-
sumed, and hence the available frequency band is utilized by all
the cells. For a particular mobile unit sending its data to the base
station over a specific subcarrier, it experiences a large number
of interfering signals coming from users in its main cell as well
as other cells who are occupying the same frequency subcarrier.
In each cell, there is usually a number of users transmitting their
data over the same subcarrier utilizing, for instance, space-di-
vision multiple access technique (SDMA) [21]. Moreover, a
number of users can be applying MIMO schemes such as Ver-
tical Bell Labs Space-Time Architecture (V-BLAST) [22], b
which an independent symbol is transmitted from each transmit
antenna over the same subcarrier. Having reuse factor 1 in addi-
tion to these intracell interfering signals result in a large number
of interfering signals, denoted by K, each contributing by a
small effect. The summation of these large number of small in-
terference quantities can be modeled, via the central limit the-
orem [18], as a complex Gaussian random variable. In [21], a
similar argument was presented to justify approximating the in-
tercell and intracell interference in practical systems, such as
code division multiple access (CDMA) networks, as complex
Gaussian random variable.

We assume that all the cells are utilizing the same transmis-
sion scenario, whether direct or cooperative transmission sce-
nario. Below, we calculate the SINR gap ratio and the outage
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probability, as defined previously, for each transmission sce-
nario. In the direct transmission scenario, the received symbol
at the base station over a particular subcarrier can be modeled
as

K
yLucor = VPhax + Z Prhsy,ark + v/ Nons,a  (22)

k=1

where Py and x;, denote the transmission power and the unit-en-
ergy transmitted symbol of user k, respectively. In (22), hs, 4
represents the channel coefficient from user & to the main base
station and it is modeled as a zero-mean complex Gaussian
random variable with variance 62 . For sufficiently large
number of interferers K, which is a reasonable assumption as
discussed above, the interference term (Zk:l VPihs, avr)
can be modeled as a zero- rnean complex Gaussian random
variable with variance (35 el P;C(SSA 2)- Thus, (22) can be
rewritten as

K

y2scor = VPhar + Z P83, 4+ Nots,a-
k=1

(23)

By applying matched filter at the receiver, the SINR at the main
base station is given by

P

- (24)
NO + Zi‘:l Pk682;\‘,d

|hs,d|2.

D
Yccr =

As shown in (24), we cannot get arbitrarily large SINR for high
transmission power P, and this shows the dramatic effect of the
CCI on the direct transmission scenario. The outage probability,
defined in (7), can be computed as

NO + Zi":l Pkésgk,d

Foyo cor(ym) =1—exp | — Vth
K P6?,
(25)
Similar to (6), the SINR gap ratio due to CCI can be defined as
Recy = ’Y|(K 0) 7|(K;eo) (26)
E {’Y|(K 0 }

Substituting (24) into (26), the direct transmission SINR gap
ratio is
K
Zk:l Pkégk,d
No + Zszl Pk&.zk,d) 53,(1

where REqy ~ exp((No + Ek 1 Pk‘ssk d)/(Zk 1 Pk‘ssk )-
Finally, the average SINR gap ratio can be calculated as

K
Zk:l Pké.gk,d
No + 2521 Pk(sgk,d

heal®  (27)

R([J)CI = (

E{RBey} - 28)

As for the cooperative transmission mode, we assume that
there exists the same number of relays in every cell. Particularly
in the main cell, a set of IV relays help the intended user. In the
kth interfering cell, & = 1,2,---, K, there exists a different
set of N relays that are dedicated to help the kth interfering
user in its transmission in the kth cell. In the main cell, the NV
relays help the intended user according to their probability of
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correctly detecting the intended user information. On the other
hand for each of the K interfering cells, we assume that all the
N interfering relays help the corresponding interfering user. We
note that this scenario represents the worst-case performance
from the intended user viewpoint, since all interfering relays are
always transmitting their signals and causing interference to the
main cell.

In the cooperative transmission mode, the transmission sce-
nario can be written in a similar way to that in (3) and (4) taking
into consideration the CCI effect as in (23). Similar to (15), it
can be shown that the received SINR is given by

Fo

No + Yk Prob?, 4
N

P;
' ; No+ Y, Pri6?
bPys2,.
(No + S0, Prot, ) sin’0
(29)

VgCI = |hs,d|2

X 1—F1 1+

X |hy, al?

where 7}, ; denotes the ith relay in the kth cell and Py, ; denotes
its transmission power. The SINR in (29) can be written as in
(16), in which

P62,
ao,cc1 = ’
No+ Yy Peod?
Pi6?,
a;,ccr = —
No+ Yoy Peit?,
bP0652 T
x| 1-Fi| 1+ -

(N0+Ef:1 Py 002, ,Ti)sin2 0
(30)
Similarly, the outage probability can be computed using (17),

and the cooperative transmission SINR gap ratio can be given
by (18), in which

63 d PO (Zf:l Pkao(s-zk,d)
Co,00T =5~ % 5\’
et No(No+4S; Prot?, 4
K
6,,2,1 d PT (Zk:l Pk’i(szk,ud)
¢i.cor=g : %
cCr \ Ny (N0+Zk=1 Pki(szk,,,d)
P, bPy62 .
—— N 1+—
No * Nysin? §
+ f
% 1
No+> 1 Pkdézk,i,d
bPOCS?r
x| 14+ = —
(N0+Zk:1 Pk,oégk’m)sinZ 0
(3D
in which Sccr = E{ngﬂ(K:O)} = Zf\io ai,CCI|(K:0)~

Finally, the PDF and average of the cooperative transmis-
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sion SINR gap ratio can be calculated as in (20) and (21),
respectively.

In the sequel, we present the CCI numerical results. We as-
sume K = 7 interfering users, which exist in K neighboring
cells that have noticeable effect on the main user. In addition,
we assume that all the users in the various cells are having the
same power allocation policy, i.e., Py = Py o = P/2 and P; =
P,; = P/(2N),i = 1,2,---,N. The rest of the simulation
parameters are given in Table I. In Fig. 5, we show the outage
probability of the SINR for the direct and cooperative transmis-
sion scenarios. Similar to the channel estimation error case, it
is shown that the cooperative transmission reduces the outage
probability as the number of relays increases. Fig. 6 depicts the
average SNR gap ratio and it is shown that the CCI effect is re-
duced by utilizing relays. Moreover, increasing the number of
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cooperating relays results in lower SNR gap ratio. From Fig. 6,
we conclude that the conventional cooperative communication
protocol is less susceptible to CCI compared to the direct trans-
mission, which is one of the main results of this paper.

In this subsection, we have presented the CCI problem in a
similar fashion to that of the channel estimation error. In the rest
of this paper, we will focus on the channel estimation error, how-
ever, the obtained results can be easily extended to the CClI case.
In the following subsections, we study the impact of additional
transmission protocols, namely, relay selection and multiphase
direct transmission, on the channel estimation error effect.

C. Relay Selection

In this subsection, we consider a different cooperative trans-
mission scenario, namely, cooperative communications with
relay selection [6]. In the relay-selection cooperative scheme,
one optimal relay among a set of [V available relays is chosen
based on the instantaneous channel gains. This protocol guar-
antees full diversity order of IV + 1 as was proven in [6]. Unlike
the conventional cooperative scheme with bandwidth efficiency
of 1/(N + 1) SPCU, the relay selection scheme achieves
bandwidth efficiency of 1/2 SPCU. In [6], it was shown that the
effective channel from the source to the destination via the ¢th
relay can be quantified using the following relay metric

— < |hS’I" )
q(l_q) i
2A B

2 2
a 2z gz s el

12 2
o |heal”™ + gy sy,

A2
Bi = nu (q—2 v, al”

. (32)

where pp(.,.) denotes the standard harmonic mean function,

g 2 (P,/P) represents the portion of the total transmission
power assigned to the user, and for M-PSK modulation A =
(M—-1)/2M)+(sin(2r /M) /47)and B = (3(M —1)/8M )+
(sin(2r /M) /4m)—(sin(4dn /M) /32) [6].

The ith relay metric 3; in (32) gives an instantaneous indi-
cation about the relay’s ability to cooperate with the user. Con-
sequently, the optimal relay is the one that has the maximum
instantaneous relay metric among the set of available relays.
The user utilizes the optimal relay only to forward its data to
the destination. The relay-selection cooperative scheme can be
modeled by (3) and (4) utilizing one relay only, i.e., K = 1.
Let P, denote the transmission power of the optimal relay, 7, .
Similar to (11), for a given Pm the conditional SNR is calcu-
lated as
A |hs,d|2 + Pm

= — |, al”
Ny + aPy Ny + ’

s/ 5

P, 33
77 (Pm) P (33)
where the superscript S denotes relay selection scheme. The
transmission power of the optimal relay P,, is a Bernoulli
random variable, with PDF given by (14). By averaging (33)

with respect to P,,, the SNR can be computed as

P, P,
¥ = s el +
N0+aP0 N0+aPm,
bPy |y, |?

x (1= F [exp 0 1fes,r |, al?. (34)

(N() + OéP()) SiIl2 0
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We note that the channel gains of the optimal relay, namely,
|hs,r,.|? and |h.., 4|* are no longer exponentially distributed
random variables as was shown in [6]. It is very complicated
to analytically obtain the probability distribution of the optimal
relay channels. Therefore, we show by simulations the perfor-
mance of the relay-selection cooperative scheme.

The simulated outage probability of the relay-selection coop-
erative transmission scheme at P/Nyg = 20dB and o = 0.05 is
depicted in Fig. 7. As shown, the outage probability of the coop-
erative protocol is lower than that of the direct transmission and it
decreases as the number of relays increases due to achieving di-
versity order equal to N + 1. Fig. 8 depicts the average SNR gap
ratio of the relay-selection cooperative transmission scenario. As
shown, all the relay-selection curves with different number of
available relays have the same average SNR gap ratio, which is
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Fig. 9. Channel estimator error: average SNR gap ratio of the multiphase direct
and cooperative transmission scenarios for &« = 0.05. Cooperative transmission
scenarios reduces the SNR gap ratio more than the multiphase direct transmis-
sion for the same number of phases.

lower than that of the direct transmission scenario. Moreover, the
average SNR gap ratio of the relay-selection scheme is the same
as that of the conventional cooperative scheme with one relay
only, which was shown in Fig. 4. From Fig. 8, we conclude that
relay-selection cooperative scheme does not reduce the effect of
the channel estimation error by adding more relays. This case is
different from the conventional cooperative scheme, in which in-
creasing the number of relays reduces the effect of the channel
estimation error. From Figs. 4 and 8, we conclude that achieving
higher diversity order is not the only factor for mitigating the
effect of channel estimation error. In order to find out the other
factors, we consider in the following subsection the multiphase
direct transmission scheme.

D. Multiphase Direct Transmission

In this subsection, we consider the multiphase direct trans-
mission scenario, in which a user sends its data to its destination
in IV consecutive channel uses, each with a transmission power
of P/N. There is no relays utilized in this scheme. Similar to
(8), it can be shown that the SNR gap ratio is given by

_ aP
- N6527d(N0 + aP/N)

RP(N) |hs,al” (35)

ie., RP(N) ~ exp(N(No+aP/N)/(aP)). The average SNR
gap ratio can be calculated as

aP

O} = Ny

(36)
We note that the multiphase direct transmission scenario
achieves diversity order equal to 1, and has outage probability
similar to that of the conventional direct transmission. Fig. 9
depicts the average SNR gap ratio for the multiphase and
conventional cooperative transmission scenarios. As shown,
the multiphase direct transmission protocol reduces the SNR
gap ratio as the number of relays increases. Therefore, by
distributing the total transmission power across multiple trans-
mission phases, the effect of the channel estimation error can
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Fig. 10. Channel estimator error: average SNR gap ratio of the multiphase di-
rect and cooperative transmission scenarios for P/N, = 20 dB. Cooperative
transmission scenarios reduces the SNR gap ratio more than the multiphase di-
rect transmission for the same number of phases.

be mitigated. In Fig. 9, it is also shown that the cooperative
transmission scenario reduces the SNR gap ratio more com-
pared to the multiphase direct transmission, for the same total
number of transmission phases.

From Figs. 4, 8, and 9, we conclude that the reduction in the
SNR gap ratio is due to two main factors. The first factor is the
distribution of the transmission power across multiple transmis-
sion phases. This reduces the transmission power in each phase,
and accordingly the channel estimation error portion, o, in
each transmission is reduced. This first reduction factor exists in
both the multiphase direct transmission and conventional coop-
erative transmission scenarios, and hence both of them mitigate
the effect of channel estimation error by increasing the number
of transmission phases as was shown in Fig. 9. On the contrary,
the relay-selection cooperative scheme does not distribute the
transmission power more by having more available relays.

The second factor of reducing the effect of channel estimation
error is the achieved diversity order. The conventional cooper-
ative transmission scenario utilizes relays, other than retrans-
mission over the same channel. The cooperation gain resulting
from utilizing relays reduces the channel estimation error effect
more. This is clear in the SNR gap ratio PDF, as was shown
previously in Fig. 3, where the direct transmission SNR gap
ratio is exponentially distributed while the conventional coop-
erative transmission SNR gap ratio is distributed as a weighted
sum chi-square random variable. Since the conventional cooper-
ative scheme achieves full diversity order along with distributing
the transmission power, it reduces the SNR gap ratio compared
to that of the multiphase direct transmission, as was shown in
Fig. 9.

Finally, Fig. 10 depicts the effect of the channel estimation
error variance « on the average SNR gap ratio at P/Ny =
20 dB. As expected, the average SNR gap ratio increases as «
increases. Moreover, it is shown that cooperative transmission
reduces the SNR gap ratio compared to the multiphase direct
transmission for the same number of transmission phases, which
agrees with the result previously shown in Fig. 9.
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IV. TIMING SYNCHRONIZATION ERROR

In addition to the conventional and relay-selection coopera-
tive schemes, we consider distributed space-time cooperative
schemes [7], [8], [16], in which all the cooperating relays are
simultaneously transmitting their designated codes. Assuming
perfect timing synchronization among the relays, distributed
space-time cooperative schemes achieve bandwidth efficiency
equal to 1/2 SPCU while guaranteeing full diversity order [8].
Distributed space-time cooperative schemes suffer from timing
synchronization error, which is a result of having the start of
the transmission time of the cooperating relays not completely
synchronized with each other. Moreover, due to the different
geographic locations of the relays, signals transmitted from
different relays experience different propagation delays and
consequently arrive at the destination at different time instants.
The destination picks a particular sampling instant, which
definitely does not match the signals from all the relays. At
the chosen sampling instant, the destination reads the mixture
of a number of interfering signals that come from various
multipaths, which dramatically increases the error rate. Finally,
we note that the timing synchronization error increases as the
number of relays increases.

In distributed space-time cooperative communication, there
are two main contradicting factors that affect the system perfor-
mance, which are the channel estimation error and the timing
synchronization error. Channel estimation error effect decreases
as the number of relays increases, as was previously shown in
Fig. 4. On the contrary, timing synchronization error increases
as the number of relays increases. In this section, we investigate
the tradeoff between these two contradicting types of error and
their net impact on the system performance. In particular, we
analyze one of the distributed space-time cooperative schemes,
namely, distributed transmit beamforming scheme [16]. In dis-
tributed transmit beamforming transmission, the set of cooper-
ating relays applies transmit beamforming via the available in-
stantaneous relay-destination channel gain at each relay.

The distributed transmit beamforming scheme can be imple-
mented in two consecutive transmission phases as follows. In
the first phase, the source broadcasts its symbol, which is re-
ceived by the set of N relays and the destination. The received
symbols at the destination and the :th relay can be modeled as
in (3), with Py = P/2. Each relay decodes the received symbol
and transmits it to the destination if correctly decoded, other-
wise, it remains idle. The kth transmitted sample from the 2th
relay at time k7', where 7' is the symbol time, is given by

P o a(k)" d(k)*
where h, 4(k) = [hy, a(k), hmd(k), <o hyy a(K)]T and |||

denotes the vector norm. In (37), I(.) is the indicator function
of the sth relay and it is given by

L.(k) = { 1, if r; correctly decoded the kth symbol (38)

0, Otherwise

Each relay multiples its transmitted sample by a pulse shape
function, denoted by p(.), before transmission. We consider
raised cosine pulse shape, p(.), with roll-off factor of 0.5. In
this paper, we take into consideration the contribution from the
first-order sidelobes of p(.) and neglect that of the higher-order
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sidelobes due to its smaller effect [23]. We assume that the
sampling instant at the destination is (k7' 4+ A,), where A, is a
timing shift chosen by the destination to compensate for the av-
erage propagation delay. The received signal at the destination
can be written as

(hm,d(k - l)"'hm,a(k - l))

|‘| M“

xp(A, —T; +1T) + n(k) (39)

where the superscript B denotes the distributed beamforming
scheme. In (39), 7; is the propagation delay of the ith relay and
hr, o Tepresents the channel estimation error at the destination
for the channel from the ith relay to the destination. Finally, n(k)
is a zero-mean AWGN with variance N,.

The received signal in (39) can be rewritten as

y® (k) = Yaes(k) + Yine (k) + na (k)

where Yges(.), Yint(.), and 1,(.) denote the desired signal, the
interference signal, and the noise term including the channel
estimation error, respectively. The desired signal is given by

(40)

N
z(k
s () = VPP S ([ a B 1 (930 — 7).
(k)] &
41)
In addition, the interference signal can be modeled as
z(k+1)
Yint(k) =/ P[2-—F—F
W=V PG

N
X 3 (1rsa(b+ D L (k- 1)p(A0 =1~ 1))

=1
x(k-1)
VRG]

]\T
x3 (|hmd(k—1)|2Im(k—l)p(Ao—Ti+T)) .
=1

(42)
The composite noise term is
(hpalk = )" hy; o
vr Z_E g (et he
x(k=DIL,(k=Dp(A, = T; +1T)) + n(k). (43)

The channel estimation error terms h,, . for different relays r;
and time instants /7" are independent and identically distributed
with variance «. For a fixed z and h, the noise variance can be
calculated as

}_QPZZ 0?

(|hrl 7
i=11=-1 ||h ”

E {7704 L‘i(k - l)p2

x(Ay — T + lT)) + N, (44)

Finally, the conditional received SINR can be computed as

,_YB(k) — P ydes(k)2
2(No + aP/2) Yint(k)? + E {na(k)?}
(45)
where the first term represents the SNR due to the first phase,
which is similar to the first term in (11).

|h,a(k)[* +
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Fig. 11. Channel estimator error: average SINR gap ratio of the direct and dis-
tributed transmit beamforming cooperative transmission scenarios for &« = 0.05
and AT = 0.15T7. The average SNR gap ratio increases at low transmission
power, and decreases at high transmission power with increasing the number of
relays.

We assume that the timing synchronization error is distributed
uniformly as (A, — T;) ~ U[—-AT/2, AT/2]. Fig. 11 depicts
the average SINR gap ratio for a particular deployment sce-
nario, in which the relays are close to the middle between the
source and destination and AT = 0.157. The average SINR
gap ratio is obtained via simulations by averaging over inde-
pendent channel and independent timing synchronization error
realizations. For each realization, the SINR and SINR gap ratio
are calculated as in (45) and (6), respectively. In (6), ’y|(a=0)
refers to having perfect channel estimation and perfect timing
synchronization case. Finally, the outage probability is calcu-
lated based on the SINR expression given in (45).

Fig. 11 depicts the average SINR gap ratio of the distributed
transmit beamforming scheme. As shown, the net impact of the
two contradicting error effects depends on the data transmis-
sion power, P. We note that the timing synchronization error
effect does not depend on the transmission power. On the con-
trary, the effect of the channel estimation error, a P, increases
with increasing the data transmission power. At low transmis-
sion power, the effect of the synchronization error is more sig-
nificant compared to that of the channel estimation error. Hence
at low transmission power, having more relays increases the av-
erage SINR gap ratio as shown in Fig. 11. As the transmission
power increases, the effect of channel estimation error gets more
significant compared to that of the timing synchronization error.
Therefore at high transmission power, adding more relays leads
to net effect of lower average SINR gap ratio. Finally, Fig. 12
depicts the outage probability of the distributed transmit beam-
forming transmission at P/Ny = 20. As shown, the outage
probability decreases as the number of relays increases due to
achieving higher spatial diversity order, which is equal to N +1.

V. CONCLUSION

In this paper, we have investigated the impact of the coopera-
tive communications on mitigating channel estimation error and
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Fig. 12. Channel estimator error: outage probability of the direct and
distributed transmit beamforming transmission scenarios for &« = 0.05,
AT = 0.15T, and P/N, = 20 dB. Distributed transmit beamforming
transmission reduces the outage probability as the number of relays increases.

CCI effects. The SNR gap ratio, which measures the reduction
in the SNR, and the conventional outage probability were uti-
lized to characterize the system performance. We have shown
that the cooperative transmission schemes are less susceptible
to the channel estimation error compared to the direct trans-
mission. Furthermore, increasing the number of relays results
in lower SNR gap ratio. At P/Ny = 10 dB and channel es-
timation error variance o = 0.05, the direct transmission sce-
nario suffers SNR gap ratio of 0.33, while the cooperative trans-
mission scenario with N = 6 relays suffers SNR gap ratio of
0.06 only. We have illustrated that cooperative transmission re-
duces the channel estimation error effect due to two main fac-
tors: (1) achieving spatial diversity via relays and (2) distributing
the transmission power across multiple transmission phases.

We have also considered distributed transmit beamforming
cooperative scheme, and we have studied the tradeoff between
the timing synchronization error and channel estimation error.
At low data transmission power, the timing synchronization
error is more significant. As the data transmission power
increases, we find that the effect of channel estimation error
overcomes that of the timing synchronization error. Finally, we
have shown that cooperative schemes are less susceptible to the
CCI problem, compared to that of the direct transmission.
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