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Abstract—Due to the broadcast nature of wireless medium,
wireless transmissions can be overheard by any undesired re-
ceivers with eavesdropping capability within source transmission
range. A novel physical layer approach for secure wireless
cooperative communications against eavesdropping is proposed
in this paper. For an asynchronous cooperative communication
network with a cluster of user nodes transmitting to a com-
mon destination, we propose an anti-eavesdropping space-time
network coding (AE-STNC) scheme to prevent eavesdropping
and overcome the problem of imperfect synchronization. In the
proposed scheme, training symbols are first transmitted by the
destination (𝐷). Owing to channel reciprocity, each user node
can obtain the channel state information (CSI) between itself
and 𝐷, which is unavailable to the eavesdroppers. By exploiting
such CSI, anti-eavesdropping encoding is designed for each user
node to create high decoding error rate at the eavesdroppers
and ensure successful decoding at 𝐷. Furthermore, the AE-
STNC is designed to achieve full diversity at 𝐷. Power allocation
subject to average power constraint is considered and the secure
region against eavesdroppers is also investigated. Based on the
proposed AE-STNC scheme, an anti-eavesdropping space-time-
frequency coding (AE-STFNC) scheme is proposed for broad-
band asynchronous cooperative communications. Simulations are
provided to verify the performance and security of the proposed
transmission schemes.

Index Terms—Physical layer security, cooperative communica-
tion, synchronization, eavesdropping, space-time network codes.

I. INTRODUCTION

SECURITY is a critical concern in wireless networks due
to the open wireless medium. Any receiver within the

range of a wireless transmission can potentially overhear
the transmitted information. Security against eavesdropping
can be achieved by using cryptographic algorithms. However,
there are difficulties and vulnerabilities associated with key
distribution and management [1] [2]. Physical (PHY) layer
security, which exploits the physical characteristics of wireless
channels for secure transmission, has attracted much attention
recently. The maximum achievable secrecy rate is referred to
as secrecy capacity, which is developed in [3], which shows
that as long as the eavesdropper’s channel is a degraded
version of the receiver’s channel, perfect secrecy can be
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achieved without any key. The scenario considered in [3] is
generalized in [4], which shows that when the receiver and the
eavesdropper have separate channels, secret communication is
possible if the eavesdropper’s channel has a smaller capacity
than the receiver’s. However, if the eavesdropper’s channel
happens to be better than the receiver’s, e.g., the eavesdropper
is closer to the transmitter than the receiver, secrecy cannot
be guaranteed.

In this paper, we consider PHY layer security for a coop-
erative communication network with multiple eavesdroppers.
A cluster of user nodes in the considered network tries to
communicate to a common destination (𝐷) via cooperation.
The user nodes are geographically separated, which means the
cooperative communication is asynchronous in nature [5]. It
is challenging for 𝐷 to receive all relaying signals simultane-
ously due to different propagation times, processing times, and
time estimation errors. Assuming some passive eavesdroppers
are present, the user nodes should provide secure transmissions
without any knowledge about the eavesdroppers.

As in [3] and [4], mutual information is used in many papers
as performance metric to design secure scheme for cooperative
communications. Cooperative protocols based on amplify-and-
forward (AF) and decode-and-forward (DF) are proposed in
[6] and [7] for PHY layer wireless security in synchronized
cooperative communications. System design that maximizes
secrecy capacity or minimizes transmit power is considered
based on the assumption that global channel state information
(CSI) is available, where global CSI includes both channels
between the user nodes and 𝐷 and channels between the user
nodes and the eavesdroppers. A scheme which enables an
opportunistic selection of two relay nodes to increase security
against eavesdroppers is proposed in [8]. The first relay assists
the source to deliver its data to 𝐷 via DF strategy, while
the second relay is used to create intentional interference at
the eavesdroppers. These studies using mutual information
are based on the assumption that the eavesdropper’s channel
state information (CSI) is available. However in practice, the
user nodes do not know if an eavesdropper is present or not,
not to mention whether the eavesdropper would like to share
his/her CSI. Such approaches by using mutual information are
to understand the fundamental limits from information theory
point of view, but not to mean to offer a practical solution.

Considering the practical problems of unawareness of
eavesdroppers’ CSI and imperfect synchronization, a dis-
tributed differentially encoded OFDM transmission scheme
with deliberate signal randomization is proposed in [9] to
achieve low probability of interception (LPI) as well as avail-
able diversities in asynchronous cooperative communications.
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The signal randomization in [9] is based on the structure of
differential encoding which uses half of the useful subcarriers
as reference. Therefore, the proposed scheme in [9] sacrifices
much bandwidth efficiency.

LPI is one of the practical and important objectives of
PHY layer security design. A goal of this paper is to de-
vise a practical scheme to thwart eavesdropping. Therefore,
the performance of interception of each bit (or symbol) of
the transmitted information, similar to [9], is considered in
this paper, where an anti-eavesdropping space-time network
coding (AE-STNC) scheme to create LPI for each bit (or
symbol) is proposed for asynchronous cooperative communi-
cation systems under the condition that the eavesdroppers’ CSI
is unavailable. Compared with the secure scheme in [9], the
proposed scheme does not sacrifices transmission efficiency.

To overcome the problem of imperfect synchronization, we
use the idea of space-time network coding (STNC) in [10].
TDMA is used by the STNC to overcome the imperfect
synchronization issues. Existing TDMA-based cooperation
schemes result in large transmission delay [11]. To reduce
the transmission delay caused by TDMA, CDMA or FDMA
is used at each user node in [10] to combine its decoded
symbols. Compared with traditional TDMA-based cooperative
communications, where 𝑁2 time slots are needed for the
transmission of 𝑁 packets from 𝑁 user nodes [11], only 2𝑁
time slots are required by the STNC scheme in [10]. Although
the transmission delay is reduced in [10], more bandwith is
required due to the use of CDMA or FDMA. Different from
the STNC scheme in [10], the proposed AE-STNC scheme
can reduce the transmission delay caused by TDMA without
using extra bandwidth. A complex network coding vector is
designed in this paper for the user nodes to combine their
information symbols and the same frequency band is used by
all the nodes. The proposed AE-STNC scheme can guarantee
full diversity at 𝐷 while preventing eavesdropping.

To prevent eavesdropping, the received signals at the eaves-
droppers are randomized to create LPI for each bit (or sym-
bol). At the beginning of each channel coherence time, 𝐷
transmits training symbols on the same frequency band used
by the user nodes, so that each user node can get its own CSI
from 𝐷, named local CSI. The local CSI is location-specific
and unavailable to the eavesdroppers. Based on the assumption
of channel reciprocity, an anti-eavesdropping encoding is
designed for each user node by exploiting the local CSI to
randomize the received signals at the eavesdroppers without
influencing the decoding at 𝐷. We analyze the pairwise error
probability (PEP) performance of the AE-STNC scheme at 𝐷
and derive the design criteria of the coding scheme.

We also extend the proposed AE-STNC scheme to
frequency-selective channels. For broadband cooperative net-
works with multiple eavesdroppers, an anti-eavesdropping
space-time-frequency network code (AE-STFNC), which pro-
vides security and flexible diversity, is proposed through
mapping from the proposed AE-STNC scheme. Simulation
results are provided to validate the performance of the pro-
posed schemes. The simulations verify that by using the anti-
eavesdropping coding schemes, full diversity can be achieved
at the destination while high bit error rate (BER) is generated
at the eavesdroppers to achieve LPI. It can be seen from the
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Fig. 1. System model of cooperative communications with multiple eaves-
droppers.

simulation results that the eavesdropper’s BER can be around
0.5, which means he/she cannot decode better than guessing.

The paper is organized as follows. In Section II, the system
model and transmission protocol are introduced. In Section III,
the design of the AE-STNC scheme for narrowband cooper-
ative communications is discussed to guarantee full diversity
at 𝐷 and provide security in Phase II. Power allocation under
average power constraint of each user node is investigated. In
Section IV, the security and performance requirements of the
considered network in Phase I is considered, and the secure
region in which a certain security requirement is satisfied is
given. In Section V, the anti-eavesdropping coding scheme is
extended to frequency-selective channels. Simulation results
are presented in Section VI. Finally, conclusions are drawn in
Section VII.

Notations: Upper (Lower) case boldface letters stand for
matrices (vectors). (⋅)T and (⋅)H denote transposition and
conjugate transposition of a vector, respectively. E[⋅] stands for
expectation. ∘ denotes Hadamard product. diag[𝑑1, . . . , 𝑑𝑁 ]
denotes a diagonal matrix with 𝑑𝑛 as its 𝑛th diagonal entry.

II. SYSTEM MODEL AND TRANSMISSION PROTOCOL

A. System Model

Consider a wireless cooperative communication network
consisting of 𝑁 user nodes, a destination node 𝐷 and 𝐾 pas-
sive eavesdroppers, as shown in Fig. 1. Each node is equipped
with single antenna. We assume the user nodes are located
within the same cluster, and 𝐷 is faraway from the cluster.
Assume that the eavesdroppers are also at some faraway
locations outside the cluster, which are unknown to the user
nodes. These eavesdroppers are assumed to be independent
and unable to collude. The user nodes in the cluster help one
another to transmit to 𝐷 and the transmissions should be kept
secret from the unknown eavesdroppers. Since the user nodes
are unaware of the eavesdroppers, without loss of generality,
we consider from one particular eavesdropper’s perspective,
but of course the proposed PHY layer security scheme can
prevent eavesdropping from any of the eavesdroppers.

Assume the channels between any two nodes in the system
are independent and each channel is modeled as narrow-band
Rayleigh fading with additive white Gaussian noise (AWGN).
Let ℎ𝑛 denote the channel gain from 𝐷 to the 𝑛th user 𝑈𝑛, and
𝑔𝑛 denote the channel gain from the considered eavesdropper
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(𝐸) to 𝑈𝑛, where 𝑛 ∈ [1, 𝑁 ]. They are modeled as independent
zero-mean, complex Gaussian random variables. Since the
cluster is far from 𝐷, the channel variance between 𝑈𝑛 and
𝐷 is assumed to be the same as that between 𝑈𝑚 and 𝐷,
where 𝑚,𝑛 ∈ [1, 𝑁 ] and 𝑛 ∕= 𝑚. The same assumption is
made on the channel variances between the user nodes and 𝐸.
Denote the variances as E∣ℎ𝑛∣2 = 𝜎2

ℎ and E∣𝑔𝑛∣2 = 𝜎2
𝑔 , where

𝜎2
ℎ = 𝜅𝑑−𝛼𝐷 and 𝜎2

𝑔 = 𝜅𝑑−𝛼𝐸 , where 𝜅 is a constant whose
value depends on the propagation environment, 𝑑𝐷 and 𝑑𝐸
are the distances from the cluster to 𝐷 and 𝐸, respectively,
and 𝛼 is the path loss exponent, whose value is usually in the
range of 2 and 4. We denote the radius of the cluster as 𝑑, and
𝑑 < min(𝑑𝐷, 𝑑𝐸). The distance between 𝑈𝑚 and 𝑈𝑛 is 𝑑𝑚𝑛,
and max{𝑑𝑚𝑛,𝑚, 𝑛 ∈ [1, 𝑁 ]} ≤ 2𝑑. The AWGN is assumed
to be zero-mean and the variance is 𝜎2.

B. Transmission Protocol

At the beginning of each channel coherence time, 𝐷
transmits training symbols on the same frequency band used
by the user nodes to initialize the transmission. Based on
the assumption of channel reciprocity, each user node can
estimate its local CSI between itself and 𝐷, which is location-
specific. Although 𝐸 can also receive the training symbols
from 𝐷, 𝐸 cannot get any useful information about the
other nodes. Assume that frame synchronization has been
established in the TDMA transmissions. There are two phases
in each transmission, the broadcasting phase (Phase I) and the
encoding/relaying phase (Phase II). The 𝑁 user nodes transmit
their packets to 𝐷 in their allocated time slots during Phase
I and Phase II. Assume there are 𝑁𝑠 information symbols in
each packet. Denote the 𝑖th symbols of the 𝑁 packets as a
vector s(𝑖) = [𝑠1(𝑖), 𝑠2(𝑖), ..., 𝑠𝑁 (𝑖)]T with 𝑖 ∈ [1, 𝑁𝑠]. The
information symbol 𝑠𝑛(𝑖) comes from a normalized M-QAM
(or M-PSK) constellation 𝒜, i.e., the average symbol energy
of 𝒜 is normalized to be 1. Fig. 2 illustrates the structure of
AE-STNC with the 𝑖th symbols of the N packets.

In Phase I, each node 𝑈𝑛, 𝑛 ∈ [1, 𝑁 ] broadcasts its packet
in its allocated time slot, where 𝑠𝑛(𝑖) is the 𝑖th symbol of
𝑈𝑛’s packet. The transmit power is chosen so that the signal
can be decoded successfully by the other nodes in the cluster.
Compared with the distance from 𝐷, the nodes in the cluster
are close to each other. Thus only a small amount of power
is required in this phase. Assume that neither 𝐷 nor 𝐸 can
receive the transmit signals in Phase I due to attenuation. In
this paper, we first focus on the secure transmission problem
in Phase II. Our purpose is to design a secure encoding scheme
which guarantees full diversity at 𝐷 and LPI at 𝐸 regardless
of 𝐸’s location. Then we give the secure region for Phase I
in which eavesdropping is not possible.

In Phase II, the user nodes in the cluster help one another to
accomplish the secure transmission. First, each node linearly
combines the decoded symbols obtained in Phase I as 𝑥(𝑖) =
𝜽s(𝑖) for ∀𝑖 ∈ [1, 𝑁𝑠], where 𝜽 = [𝜃1, ⋅ ⋅ ⋅ , 𝜃𝑛, ⋅ ⋅ ⋅ , 𝜃𝑁 ] is the
complex network coding vector with 𝜽𝜽𝐻 = 1. Assume that
both 𝐷 and 𝐸 know the network coding vector. Since 𝐸 can
overhear the transmitted signals, to prevent 𝐸 from eavesdrop-
ping, each user node encodes its transmit symbol with an anti-
eavesdropping coefficient to randomize the received signal at
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Fig. 2. Cooperative transmission and the structure of AE-STNC with the
𝑖th symbols of the N packets.

𝐸. Therefore, the 𝑖th symbol of the new packet transmitted by
𝑈𝑛 is 𝑥𝑛(𝑖) = 𝑤𝑛,𝑖𝑥(𝑖), where 𝑤𝑛,𝑖 is the anti-eavesdropping
coding coefficient at 𝑈𝑛 for the 𝑖th transmit symbol. The AE-
STNC with the 𝑖th symbols of the new packets can be written
as a diagonal matrix X𝑖 = diag[𝑥1(𝑖), . . . , 𝑥𝑛(𝑖), . . . , 𝑥𝑁 (𝑖)],
as shown in Fig. 2.

The 𝑖th signal received at 𝐷 from 𝑈𝑛 is

𝑦𝑛,𝑖 =
√

𝑃𝑡ℎ𝑛𝑥𝑛(𝑖) + 𝑧𝑛,𝑖 =
√

𝑃𝑡ℎ𝑛,𝑖𝑥(𝑖) + 𝑧𝑛,𝑖, (1)

where 𝑃𝑡 is the transmit power, ℎ𝑛,𝑖 = ℎ𝑛𝑤𝑛,𝑖, and 𝑧𝑛,𝑖 is the
AWGN. The 𝑖th received signal at 𝐸 from 𝑈𝑛 can be written
as

𝑟𝑛,𝑖 =
√

𝑃𝑡𝑔𝑛𝑥𝑛(𝑖) + 𝑣𝑛,𝑖 =
√

𝑃𝑡𝑔𝑛,𝑖𝑥(𝑖) + 𝑣𝑛,𝑖, (2)

where 𝑔𝑛,𝑖 = 𝑔𝑛𝑤𝑛,𝑖 and 𝑣𝑛,𝑖 is the AWGN. Since 𝐷
transmits training symbols at the beginning of each channel
coherence time, 𝑈𝑛 can estimate ℎ𝑛 and obtain the CSI
between itself and 𝐷 due to channel reciprocity. The user
nodes can not transmit training symbols because 𝐸 can use the
training symbols to estimate 𝑔𝑛, ∀𝑛 ∈ [1, 𝑁 ], and decode the
information symbols. However, when channels change slowly,
𝐸 can use blind channel estimation to decode the information
symbols. Therefore, the anti-eavesdropping encoding should
be designed to prevent 𝐸 from eavesdropping even when 𝐸
can blindly estimate his/her channels.

III. DESIGN OF ANTI-EAVESDROPPING SPACE-TIME

NETWORK CODES

In this section, we focus on the transmission in Phase
II. An AE-STNC scheme is designed to prevent 𝐸 from
eavesdropping and to allow the user nodes to communicate
to 𝐷 effectively without perfect synchronization.

After Phase I, each user node has received the transmitted
packets, and the vector of the 𝑖th transmitted symbols from
the 𝑁 packets is s(𝑖). In Phase II, each user node transmits
its new packet in its allocated time slot. The 𝑖th symbol of
𝑈𝑛’s new packet is generated as 𝑥𝑛(𝑖) = 𝑤𝑛,𝑖𝜽s(𝑖). The 𝑖th
received signals from 𝑈𝑛 at 𝐷 and 𝐸 are given by (1) and
(2), respectively. After summing up the received copies of the
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𝑖th symbols from all the users, the received signal at 𝐷 can
be written as

𝑦𝑖 =
√

𝑃𝑡ℎ𝑖𝑥(𝑖) + 𝑧𝑖, (3)

where the equivalent channel is ℎ𝑖 =
∑𝑁

𝑛=1 ℎ𝑛,𝑖, and the
equivalent noise is 𝑧𝑖 =

∑𝑁
𝑛=1 𝑧𝑛,𝑖. During the channel

coherence time, we want the equivalent channel at 𝐷 to
be a deterministic constant ℎ𝑖 = ℎ, while the channels
𝑔𝑛,𝑖, ∀𝑛 ∈ [1, 𝑁 ] change randomly at 𝐸 for every transmit
symbol so that 𝐸 can not decode the transmitted symbols.

A. Anti-Eavesdropping Design

To prevent eavesdropping, each signal received at 𝐸 is
randomized by an anti-eavesdropping encoding. The idea
of randomization is motivated by [12], which exploits the
redundancy of transmit antenna arrays for deliberate signal
randomization to randomize 𝐸’s signal and secure the MIMO
transmission. Different from [12], the user nodes in coopera-
tive communications do not have multiple antennas, and they
are geographically separated. The anti-eavesdropping design
here is different from that in [12] in two aspects: 1) Each
user node can only know its own local CSI to the destination;
2) each user node is unaware of the randomness generated
by other user nodes. Assume that the user nodes and 𝐷
share no additional information beforehand and know nothing
about 𝐸. In this subsection, an anti-eavesdropping encoding
is designed for each user node based on its local CSI and
transmit information. This anti-eavesdropping encoding makes
ℎ a constant during the channel coherence time, while 𝑔𝑛,𝑖
changes randomly at different time.

Denote the binary bits of 𝑠𝑛(𝑖) as b𝑛,𝑖 =
[𝑏𝑛,𝑖(1), 𝑏𝑛,𝑖(2), . . . , 𝑏𝑛,𝑖(𝑙𝑜𝑔2𝑀)]. Then the available
bits at the user nodes after Phase I can be written as
b𝑖 = [𝑏1,𝑖(1), . . . , 𝑏𝑁,𝑖(1), 𝑏1,𝑖(2), . . . , 𝑏𝑁,𝑖(𝑙𝑜𝑔2𝑀)]. Based
on these information bits, a variable for different 𝑖 can be
generated as

𝑡𝑖 =

𝑁𝑙𝑜𝑔2𝑀∑
𝑚=1

2−𝑚b𝑖(𝑚). (4)

Assume that 𝑈𝑛, ∀𝑛 ∈ [1, 𝑁 ] knows the number of user nodes
in the cluster and its index 𝑛. Based on 𝑡𝑖 and the local CSI
ℎ𝑛, we can design the anti-eavesdropping encoding coefficient
for 𝑈𝑛 as

𝑤𝑛,𝑖 =
𝛽𝑥∣ℎ𝑛∣+ 𝛽𝑡𝑢𝑛𝑒

𝑗2𝜋𝑡𝑖

ℎ𝑛
(5)

where 𝑢1, ⋅ ⋅ ⋅ , 𝑢𝑁 are the 𝑁 th roots of unity satisfying ∣𝑢𝑛∣ =
1, ∀𝑛 ∈ [1, 𝑁 ]. 𝛽𝑥 and 𝛽𝑡 will be chosen later to satisfy the
average power constraint. Because b𝑖 is the information bits
to be transmitted, neither 𝐷 nor 𝐸 can know b𝑖 in advance.
From the perspective of the destination and eavesdroppers,
the information bits change independently from one symbol
to another. Therefore, 𝑒𝑗2𝜋𝑡𝑖 is a random variable changing
independently for 𝐷 and 𝐸. Because of the property of the
roots,

∑𝑁
𝑛=1 𝑢𝑛 = 0, the equivalent channel at 𝐷 becomes

ℎ = 𝛽𝑥

𝑁∑
𝑛=1

∣ℎ𝑛∣+ 𝛽𝑡𝑒
𝑗2𝜋𝑡𝑖

𝑁∑
𝑛=1

𝑢𝑛 = 𝛽𝑥

𝑁∑
𝑛=1

∣ℎ𝑛∣. (6)

From (6) we can see that the equivalent channel ℎ is constant
during the channel coherent time. 𝐷 can easily estimate

√
𝑃𝑡ℎ

as
∑𝐿

𝑖=1 ∣𝑦𝑖∣
𝐿∣𝑥∣ from the received information signals, where 𝐿

is the number of received signals used for estimation, and
∣𝑥∣ represents the average amplitude of the transmit symbol
𝑥(𝑖). ∣𝑥∣ can be estimated as long as the signal constellation
is given. Thus, the maximum likelihood (ML) detection for
s(𝑖) at 𝐷 is

ŝ(𝑖) = arg min
s∈𝒜𝑁

∣𝑦𝑖 −
√

𝑃𝑡ℎ𝜽s∣2, (7)

where s = [𝑠1, 𝑠2, . . . , 𝑠𝑁 ]T. The decoding complexity of the
ML decoder increases exponentially with the number of user
nodes, but sphere decoding method [13] [14] can be used
to reduce the complexity. For a dense cluster of user nodes,
the user nodes can be divided into groups and each group
can use an AE-STNC of smaller size to reduce the decoding
complexity while sacrificing some diversity.

As for the channels at 𝐸, 𝑔𝑛,𝑖 in (2) can be written as
𝑔𝑛,𝑖 = 𝛽𝑥

𝑔𝑛∣ℎ𝑛∣
ℎ𝑛

+ 𝛽𝑡𝑢𝑛
𝑔𝑛
ℎ𝑛

𝑒𝑗2𝜋𝑡𝑖 , which changes randomly
because of the random changes of 𝑡𝑖 at 𝐸. In fact, 𝐸 can also
use the similar processing at 𝐷 to try to mitigate the influence
of the randomness. After summing up the received copies, the
received signal at 𝐸 can be written as

𝑟𝑖 =
√

𝑃𝑡𝑔𝑖𝑥(𝑖) + 𝑣𝑖, (8)

where the equivalent noise is 𝑣𝑖 =
∑𝑁

𝑛=1 𝑣𝑛,𝑖, and the
equivalent channel becomes

𝑔𝑖 = 𝛽𝑥

𝑁∑
𝑛=1

𝑔𝑛∣ℎ𝑛∣
ℎ𝑛

+ 𝛽𝑡𝑒
𝑗2𝜋𝑡𝑖

𝑁∑
𝑛=1

𝑔𝑛𝑢𝑛
ℎ𝑛

. (9)

Since ℎ𝑛 and 𝑔𝑛 are independent for any 𝑛 ∈ [1, 𝑁 ], the
second part of 𝑔𝑖 is not zero and changes independently for
different 𝑖 because of 𝑡𝑖. Due to the random changes in the
second parts of 𝑔𝑛,𝑖 and 𝑔𝑖 for different 𝑖, it is hard for 𝐸 to
get an accurate channel estimation of 𝑔𝑛,𝑖 or 𝑔𝑖 even if the
channels ℎ𝑛 and 𝑔𝑛 for all 𝑛 ∈ [1, 𝑁 ] change slowly. It is
shown later in the simulations that, the decoder at 𝐸 can not
do better than guessing if 𝐸 estimates the channels as 𝐷 does.
Considering the best case for 𝐸 that 𝐸 can blindly estimate the
deterministic parts of 𝑔𝑛,𝑖 and 𝑔𝑖 without error, the decoding
at 𝐸 is still influenced by the random interference caused by
the second parts of 𝑔𝑛,𝑖 and 𝑔𝑖. Increasing 𝛽𝑡 can increase the
influence of the random interference at 𝐸, and thus provide
better security. However, due to the average power constraint
that will be discussed later, larger 𝛽𝑡 results in smaller 𝛽𝑥,
which means the transmit power for information decreases
and the performance at 𝐷 is degraded. Therefore, there is a
tradeoff between performance and security. In this case, we
can adjust {𝛽𝑥, 𝛽𝑡} based on the average power constraint
to achieve different performance and security requirements.
Since the anti-eavesdropping encoding is designed by utilizing
local CSIs as well as the transmit information, which are
independent with the eavesdroppers, the received signal at
any of the eavesdroppers will be randomized according to the
analysis above.

So far, the anti-eavesdropping encoding has been designed
to fulfill two functions: randomization of 𝐸’s signals and
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inphase combining of the received signals at 𝐷. We can
see from the simulation results that, the randomness will not
influence the decoding at 𝐷 when there are some decoding
errors at the user nodes in Phase I. The user nodes can also
use a common pseudorandom number generator (PRNG) to
generate random numbers. In this case, secure coordination to
share the PRNG is needed among the user nodes.

B. Design Criteria of STNC

In the previous subsection, an anti-eavesdropping encoding
is designed for each user node to randomize the received
signal at 𝐸 without influencing the decoding at 𝐷. In this
subsection, we design a complex network coding to achieve
full diversity at 𝐷. The PEP performance of the AE-STNC
at 𝐷 is analyzed, based on which the design criteria are
derived. From the signal detection at 𝐷 in (7), we can derive
the probability of transmitting 𝑥(𝑖) and deciding in favor of
�̂�(𝑖), where 𝑥(𝑖) = 𝜽s with s = [𝑠1, ⋅ ⋅ ⋅ , 𝑠𝑛, ⋅ ⋅ ⋅ , 𝑠𝑁 ]T , and
�̂�(𝑖) = 𝜽c with c = [𝑐1, ⋅ ⋅ ⋅ , 𝑐𝑛, ⋅ ⋅ ⋅ , 𝑐𝑁 ]T. Conditioned on
the channel state ℎ, the Chernoff bound [15] of PEP is given
by

𝑃 (s → c∣ℎ) ≤ exp
(
−𝑃𝑡ℎ

2∣∑𝑁
𝑛=1 𝜃𝑛(𝑠𝑛 − 𝑐𝑛)∣2
4𝑁𝜎2

)
. (10)

Because ℎ2 = 𝛽2
𝑥(
∑𝑁

𝑛=1 ∣ℎ𝑛∣)2 ≥ 𝛽2
𝑥

∑𝑁
𝑛=1 ∣ℎ𝑛∣2, the condi-

tional PEP bound can be written as

𝑃 (s → c∣ℎ𝐷) ≤ exp
(
−𝑃𝑡𝛽

2
𝑥ℎ

2
𝐷∣

∑𝑁
𝑛=1 𝜃𝑛(𝑠𝑛 − 𝑐𝑛)∣2
4𝑁𝜎2

)
,

(11)
where ℎ2

𝐷 =
∑𝑁

𝑛=1 ∣ℎ𝑛∣2. Let ℎ𝑛 = ℎ𝑅𝑛 + 𝑗ℎ𝐼𝑛, 𝑛 ∈ [1, 𝑁 ].
Since the channels are independent and ℎ𝑛 ∼ 𝐶𝑁(0, 𝜎2

ℎ), then
2
𝜎2
ℎ
ℎ2
𝐷 ∼ 𝜒2(2𝑁). The probability density function (pdf) of

ℎ2
𝐷 is 𝑓(𝜒) = 1

(𝜎2
ℎ)

𝑁Γ(𝑁)
𝜒𝑁−1exp(− 𝜒

𝜎2
ℎ
), 𝜒 > 0 with 𝜒=ℎ2

𝐷

and Γ(𝑁)=(𝑁 − 1)!. Thus, the average PEP is bounded by

𝑃 (s → c) ≤ E𝜒exp
(
−𝑃𝑡𝛽

2
𝑥𝜒∣

∑𝑁
𝑛=1 𝜃𝑛(𝑠𝑛 − 𝑐𝑛)∣2
4𝑁𝜎2

)

=
(
1 +

𝜎2
ℎ𝛽

2
𝑥𝑃𝑡∣

∑𝑁
𝑛=1 𝜃𝑛(𝑠𝑛 − 𝑐𝑛)∣2
4𝑁𝜎2

)−𝑁
, (12)

where the equation is derived according to [16, pp.377, 3.351].
When ∣∑𝑁

𝑛=1 𝜃𝑛(𝑠𝑛 − 𝑐𝑛)∣ ∕= 0, and the 1 in (12) can be
ignored for high SNR, the PEP bound becomes

𝑃 (s → c) ≤
( 4𝑁

𝜎2
ℎ𝛽

2
𝑥∣
∑𝑁

𝑛=1 𝜃𝑛(𝑠𝑛 − 𝑐𝑛)∣2
)𝑁(𝑃𝑡

𝜎2

)−𝑁
,

(13)
which means full diversity gain 𝑁 can be achieved at 𝐷 if
the following maximum diversity condition holds true for any
distinct pair {s, c},

∣
𝑁∑
𝑛=1

𝜃𝑛(𝑠𝑛 − 𝑐𝑛)∣ ∕= 0, ∀s, c ∈ 𝒜𝑁 , s ∕= c. (14)

Diversity is an important criterion since it determines the slope
of a performance curve.

From (13), we can see that, given 𝛽𝑥, 𝑁 , signal constellation
and channel condition, the PEP depends on the design of the
network coding. To get a better performance, the minimum
value of ∣∑𝑁

𝑛=1 𝜃𝑛(𝑠𝑛 − 𝑐𝑛)∣ over all distinct pairs of {s, c}
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(a) (b)

Fig. 3. Constellations with different 𝜽 where ∙ represents the constellation
points for 𝑈1, ∘ for 𝑈2 and ⋄ for 𝑈3.

should be as large as possible. So we can get the product
criterion as follows,

argmax
𝜽

min
s ∕=c,∀s,c∈𝒜𝑁

∣
𝑁∑
𝑛=1

𝜃𝑛(𝑠𝑛 − 𝑐𝑛)∣. (15)

Besides, from the ML detector in (7), 𝐷 should be able to
differentiate the symbols from different user nodes based on
the received signals. Assume that 𝜃𝑛 = 1√

𝑁
𝑒𝑗𝜙𝑛 , and 𝜙1 <

𝜙2 < ⋅ ⋅ ⋅ < 𝜙𝑁 . Multiplying 𝑈𝑛’s symbol by 𝜃𝑛 is equivalent
to rotating the constellation at 𝑈𝑛 by 𝜙𝑛. To differentiate the
symbols of 𝑈𝑛 from that of 𝑈𝑚, 𝑈𝑛’s rotated constellation
should be different from 𝑈𝑚’s, and the more different the
better. Take the case in Fig. 3 (a) for example. If 𝜃1 ≈ 𝜃2, there
exist 𝑠1 ∈ 𝒜 from 𝑈1 and 𝑠2 ∈ 𝒜 from 𝑈2 to make 𝜃1𝑠1 +
𝜃2𝑠2 ≈ 𝜃1𝑠2+ 𝜃2𝑠1. Due to the adjacency of the signal points
from the rotated constellations of 𝑈1 and 𝑈2, the received
symbols from 𝑈1 can be confused with the received symbols
from 𝑈2 with high probability, which results in the failure of
detection at 𝐷. In fact, we want the difference between any
two rotated constellations from two distinct user nodes to be
large so that different users’ symbols will not be confusing
to 𝐷. Therefore, as shown in Fig. 3 (b), we assume that the
rotation angles are of equal distance for simplicity, and the
problem is to find an optimal distance to satisfy the product
criterion. Denote the equal distance as 𝜙 = 𝜙𝑛+1 − 𝜙𝑛, ∀𝑛 ∈
[1, 𝑁 − 1]. The product criterion becomes

argmax
𝜙

min
s ∕=c,∀s,c∈𝒜𝑁

∣
𝑁∑
𝑛=1

𝑒𝑗((𝑛−1)𝜙+𝜙1)(𝑠𝑛 − 𝑐𝑛)∣. (16)

The theoretic optimal solution for (16) of any 𝑁 and any
constellation is intractable. However, because there’s only one
parameter to be optimized, it is easy to find the optimal angle
𝜙 by an exhaustive computer search. Define the coding gain
as

𝑐𝑔 = min
s ∕=c,∀s,c∈𝒜𝑁

∣
𝑁∑
𝑛=1

𝑒𝑗((𝑛−1)𝜙+𝜙1)(𝑠𝑛 − 𝑐𝑛)∣, (17)

and the step-length for computer search as △. The number of
steps for searching is 𝑁△ = 2𝜋/△. Table 1 lists the optimal
angles, coding gains and search complexity for different 𝑁
and constellations. It can be seen from Table 1 that when
the number of user nodes is fixed, coding gain decreases as
constellation size increases. When a constellation is given,
more cooperative users result in larger diversity gain but
smaller coding gain. Therefore, when the influence of coding
gain prevails that of diversity order in the SNR region of
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TABLE I
ROTATION ANGLES FOR DIFFERENT 𝑁 AND CONSTELLATIONS

𝑁 constellation 𝑐𝑔 𝜙 complexity (number of loops)
2 BPSK 2 0.5𝜋 32𝑁△
2 4QAM 1.0353 0.1667𝜋 92𝑁△
2 8QAM 0.8828 0.3583𝜋 212𝑁△
2 16QAM 0.5359 0.1667𝜋 492𝑁△
3 BPSK 1.2361 0.6283𝜋 33𝑁△
3 4QAM 0.6050 0.4033𝜋 93𝑁△
3 8QAM 0.2599 0.1911𝜋 213𝑁△
4 BPSK 1.0353 0.1667𝜋 34𝑁△
4 4QAM 0.2520 0.4192𝜋 94𝑁△

interest, we can divide a dense cluster of user nodes into
several subclusters. Please note that, there may be more than
one angle that have the same maximum coding gain. In that
case, we can choose the one whose transmit constellation has
the minimum peak to average power ratio (PAPR), where the
transmit constellation includes the rotated constellations of all
users. For example, when 𝑁 = 2 and BPSK is used by the
user nodes, both 𝜙 = 𝜋

2 and 𝜋
3 have the same maximum coding

gain of 2. Apparently, the transmit constellation has smaller
PAPR when 𝜙 = 𝜋

2 .

C. Power Allocation

In this subsection, we will choose 𝛽𝑥 and 𝛽𝑡 to satisfy the
average power constraint. The 𝑖th transmit symbol of 𝑈𝑛’s
packet in Phase II can be denoted as

𝑥𝑡,𝑛(𝑖) =
√

𝑃𝑡
𝛽𝑥∣ℎ𝑛∣+ 𝛽𝑡𝑢𝑛𝑒

𝑗2𝜋𝑡𝑖

ℎ𝑛
𝑥(𝑖). (18)

Since the network coding vector is normalized as 𝜽𝜽𝐻 = 1,
we have E[∣𝑥(𝑖)∣2] = 1. The average transmit power is

𝑃𝑡 = E
(
𝑃𝑡∣𝛽𝑥∣ℎ𝑛∣+ 𝛽𝑡𝑢𝑛𝑒

𝑗2𝜋𝑡𝑖

ℎ𝑛
∣2
)
, (19)

which should not exceed the power constraint 𝑃𝑡. Thus
E∣𝛽𝑥∣ℎ𝑛∣+𝛽𝑡𝑢𝑛𝑒

𝑗2𝜋𝑡𝑖

ℎ𝑛
∣2 ≤ 1. Because

E∣𝛽𝑥∣ℎ𝑛∣+ 𝛽𝑡𝑢𝑛𝑒
𝑗2𝜋𝑡𝑖

ℎ𝑛
∣2 ≤ E

(
𝛽𝑥 +

𝛽𝑡
∣ℎ𝑛∣

)2

, (20)

we can approximate the power constraint by setting E
(
𝛽𝑥 +

𝛽𝑡

∣ℎ𝑛∣
)2

= 1. Let 𝑢 = 1/∣ℎ𝑛∣ and 𝑣 = 1/∣ℎ𝑛∣2, the pdf of 𝑢

and 𝑣 can be derived as 𝑓𝑢(𝑢) =
2
𝜎2
ℎ
𝑢−3𝑒

− 1

𝜎2
ℎ
𝑢2 and 𝑓𝑣(𝑣) =

1
𝜎2
ℎ

𝑣−2𝑒
− 1

𝜎2
ℎ
𝑣 , respectively. Therefore, E( 1

∣ℎ𝑛∣ ) =
√

𝜋
𝜎2
ℎ

, and

E( 1
∣ℎ𝑛∣2 ) is

E(
1

∣ℎ𝑛∣2 ) =
1

𝜎2
ℎ

∫ ∞

0

1

𝑣
𝑒
− 𝑣

𝜎2
ℎ 𝑑𝑣 ≈ 3.3182/𝜎2

ℎ. (21)

The approximation in (21) is obtained by using Laguerre
integral formula [17, pp.923]. Then the power constraint
becomes

𝛽2
𝑥 +

3.3182𝛽2
𝑡

𝜎2
ℎ

+ 2

√
𝜋

𝜎2
ℎ

𝛽𝑥𝛽𝑡 = 1. (22)

Subject to the average power constraint, 𝛽𝑥 and 𝛽𝑡 can be
chosen according to (22) to satisfy some desired performance-
security requirement.

IV. SECURE REGION AGAINST EAVESDROPPERS

In the previous section, AE-STNC scheme is proposed to
secure the transmission in Phase II. In Phase I, we assume
that 𝐸 can not hear the transmission due to attenuation. One
question may be asked is how far is far enough to prevent
𝐸 from eavesdropping? In this section, the secure region is
discussed according to the requirements of performance and
security.

Since the user nodes do not want 𝐸 to get the transmit
information, assume that the tolerable SER of 𝐸 for the
cooperative network is 𝑃𝐸,𝑡ℎ. A secure region is defined as an
area in which the SER of 𝐸 is worse than 𝑃𝐸,𝑡ℎ. Denote the
transmit power in Phase I as 𝑃𝐼 . Since the nodes in the cluster
are very close to each other compared with their distance to
𝐷, 𝑃𝐼 is only a small part of 𝑃𝑡. The average received SNR at
𝑈𝑛 from 𝑈𝑚, ∀𝑛,𝑚 ∈ [1, 𝑁 ],𝑚 ∕= 𝑛, is 𝜌𝑚𝑛 = 𝜎2

𝑚𝑛𝑃𝐼/𝜎
2,

where 𝜎2
𝑚𝑛 = 𝜅𝑑−𝛼𝑚𝑛. Assume that 𝑈𝑚 and 𝑈𝑛 are the farthest

nodes in the cluster, then 𝑑𝑚𝑛 = 2𝑑, and the received SNR at
𝑈𝑛 is 𝜌𝑚𝑛 = 𝜅(2𝑑)−𝛼𝑃𝐼/𝜎2. The average received SNR at
𝐸 is 𝜌𝐸 = 𝜎2

𝑔𝑃𝐼/𝜎
2, where 𝜎2

𝑔 = 𝜅𝑑−𝛼𝐸 .
After averaging with respect to Rayleigh fading channels,

the average SER for M-QAM modulation can be expressed
as [18, pp.199] 𝑃𝑆 = 𝐹2

(
1 + 𝑏2𝜌

𝑠𝑖𝑛2𝜃

)
, where 𝜌 is the average

received SNR, 𝑏2 =
3

2(𝑀−1) and 𝐹2(⋅) is defined as

𝐹2(𝑥(𝜃)) =
4𝐾

𝜋

∫ 𝜋
2

0

1

𝑥(𝜃)
𝑑𝜃 − 4𝐾2

𝜋

∫ 𝜋
4

0

1

𝑥(𝜃)
𝑑𝜃, (23)

with 𝐾 = 1− 1/
√

𝑀 . By applying symbolic integration, the
average 𝑆𝐸𝑅 can be derived as a function of the average
received SNR, i.e., 𝑃𝑆 = 𝑓(𝜌), where

𝑓(𝜌) =− 2𝐾
(√ 𝑏2𝜌

1 + 𝑏2𝜌
− 1

)

+
𝐾2

𝜋

(
4

√
𝑏2𝜌

1 + 𝑏2𝜌
arctan

√
1 + 𝑏2𝜌

𝑏2𝜌
− 𝜋

) (24)

Denote 𝑓−1(⋅) as the inverse function of 𝑓(⋅), the required
SNR for a certain SER can be written as 𝜌 = 𝑓−1(𝑃𝑆). 𝑓(⋅)
and 𝑓−1(⋅) are decreasing on their own domains. Assume
that the SER requirements of the user nodes in Phase I is
𝑃𝑈,𝑡ℎ. 𝑈𝑛 is the farthest node in the cluster to 𝑈𝑚, the
transmit power 𝑃𝐼 should be adjusted such that the received
SNR at 𝑈𝑛 from 𝑈𝑚 satisfies 𝜌𝑚𝑛 ≥ 𝑓−1(𝑃𝑈,𝑡ℎ). On the
other hand, due to the security requirement, the SER of the
eavesdropped signals at 𝐸 should be worse than 𝑃𝐸,𝑡ℎ. Thus
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TABLE II
NORMALIZED SECURE RADIUS 𝛾𝑠 FOR DIFFERENT SER REQUIREMENTS WITH BPSK MODULATION

𝑃𝑈,𝑡ℎ = 10−3 𝑃𝑈,𝑡ℎ = 10−4 𝑃𝑈,𝑡ℎ = 10−5 𝑃𝑈,𝑡ℎ = 10−6

𝑃𝐸,𝑡ℎ = 0.1 10.32 22 48 103.2
𝑃𝐸,𝑡ℎ = 0.4 35 75.4 162.6 350.4

the received SNR at 𝐸 should be 𝜌𝐸 ≤ 𝑓−1(𝑃𝐸,𝑡ℎ), and
𝜌𝐸
𝜌𝑚𝑛

≤ 𝑓−1(𝑃𝐸,𝑡ℎ)
𝑓−1(𝑃𝑈,𝑡ℎ)

. The distance from 𝐸 to the cluster when

𝐸’s SER is worse than 𝑃𝐸,𝑡ℎ is 𝑑𝐸 ≥ 2𝑑
(
𝑓−1(𝑃𝑈,𝑡ℎ)
𝑓−1(𝑃𝐸,𝑡ℎ)

) 1
𝛼

.

Define 𝛾𝑠 = 2
(
𝑓−1(𝑃𝑈,𝑡ℎ)
𝑓−1(𝑃𝐸,𝑡ℎ)

) 1
𝛼

as normalized secure radius,
then for any eavesdropper whose distance from the cluster
is larger than 𝛾𝑠𝑑 is in the secure region. The analysis for
M-PSK is similar and is omitted here. Table II gives the
normalized secure radius for different requirements of security
and performance when BPSK is used in the network. From
Table I we can see that, for a fixed performance requirement,
a higher desired security results in a smaller security region,
which means larger 𝛾𝑠. For a fixed security requirement, better
performance at 𝐷 requires larger 𝛾𝑠 to guarantee security. The
proposed AE-STNC scheme can provide secure transmission
to 𝐷 in Phase II regardless of the eavesdroppers’ location,
while the security in Phase I is achieved as long as the
eavesdroppers are in the secure region.

V. ANTI-EAVESDROPPING CODING OVER

FREQUENCY-SELECTIVE CHANNELS

For broadband cooperative communications, orthogonal
frequency-division multiplexing (OFDM) is adopted at each
user node to overcome the intersymbol interference caused
by multipath propagation. Each user node employs an OFDM
modulator with 𝑁𝑐 subcarriers. TDMA is used in Phase I and
Phase II to overcome the issue of imperfect synchronization.
In this section, we extend the proposed AE-STNC scheme and
propose an anti-eavesdropping space-time-frequency coding
(AE-STFNC) scheme for broadband cooperative communica-
tions by using the idea of mapping in [19].

Assume the channel between any two nodes in the network
is independent. Denote the number of multipaths between the
user nodes and 𝐷 as 𝐿1 and the number of multipaths between
the user nodes and 𝐸 as 𝐿2. The channel frequency response

from 𝑈𝑛 to 𝐷 is 𝐻𝑛(𝑞) =
∑𝐿1−1

𝑙=0 ℎ𝑛(𝑙)𝑒
−𝑗 2𝜋𝑞𝜏ℎ,𝑛(𝑙)

𝑇 , where
𝑞 ∈ [0, 𝑁𝑐 − 1] is the subcarrier index, ℎ𝑛(𝑙) and 𝜏ℎ,𝑛(𝑙) are
the complex amplitude and delay of the 𝑙th path, respectively,
and 𝑇 is the OFDM symbol period. The channel taps ℎ𝑛(𝑙)
are assumed to be independent for different indices 𝑙 ∈ [1, 𝐿1],
and the delays are rounded to the nearest sampling position.
The channel frequency response from 𝑈𝑛 to 𝐸 is 𝐺𝑛(𝑞) =∑𝐿2−1

𝑙=0 𝑔𝑛(𝑙)𝑒
−𝑗 2𝜋𝑞𝜏𝑔,𝑛(𝑙)

𝑇 , where 𝑔𝑛(𝑙) and 𝜏𝑔,𝑛(𝑙) are the
complex amplitude and delay of the 𝑙th path, respectively. The
channel coefficients ℎ𝑛(𝑙) and 𝑔𝑛(𝑙) are modeled as indepen-
dent zero-mean complex Gaussian variables with variances
E∣ℎ𝑛(𝑙)∣2 = 𝜂2

𝑛,𝑙 and E∣𝑔𝑛(𝑙)∣2 = 𝜀2𝑛,𝑙, respectively. The total

power of the multipath channels are
∑𝐿1−1

𝑙=0 𝜂2
𝑛,𝑙 = 𝜎2

ℎ and∑𝐿2−1
𝑙=0 𝜀2𝑛,𝑙 = 𝜎2

𝑔 with 𝑛 ∈ [1, 𝑁 ].
As in the narrowband scenario, the training signals are

transmitted by 𝐷 at the beginning of each channel coherence
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Fig. 4. cooperative transmission model for broadband asynchronous coop-
erative communications with 𝑛𝑠 = 1 as an example.

time. Each user node obtains the CSI between itself and 𝐷
due to channel reciprocity, while 𝐸 cannot get any useful
information by these training symbols. Assume that the user
nodes have decoded the transmit information in Phase I. In
Phase II, each user node generates new symbols from the
information symbols and 𝑁𝑓 OFDM symbols construct a
new packet, which is transmitted in its allocated time slot.
The transmission for broadband asynchronous cooperative
communications is given in Fig. 4. The subcarriers of each
OFDM block are divided into 𝑃 groups, and each group has
Γ symbols, where 1 ≤ Γ ≤ 𝐿1 and 𝑃 = ⌊𝑁𝑐

Γ ⌋, i.e., the largest
integer not greater than 𝑁𝑐

Γ . If 𝑁𝑐 is not an integer multiple of
Γ, 𝑁𝑐−𝑃Γ zeros are added at the end of each OFDM symbol.
The integer Γ is adjustable for different desirable diversities.
The 𝑝th group of the 𝑛𝑠th OFDM symbol at 𝑈𝑛 is

x𝑛,𝑛𝑠,𝑝 = w𝑛,𝑛𝑠,𝑝𝑥𝑛𝑠,𝑝, (25)

where 𝑝 ∈ [1, 𝑃 ] and 𝑛𝑠 ∈ [1, 𝑁𝑓 ], x𝑛,𝑛𝑠,𝑝 =
[𝑥𝑛,𝑛𝑠((𝑝 − 1)Γ + 1), 𝑥𝑛,𝑛𝑠((𝑝 − 1)Γ + 2), ⋅ ⋅ ⋅ , 𝑥𝑛,𝑛𝑠(𝑝Γ)]

T

is the 𝑝th group of symbols to be transmitted,
w𝑛,𝑛𝑠,𝑝 = [𝑤𝑛,𝑛𝑠,𝑝(1), 𝑤𝑛,𝑛𝑠,𝑝(2), ⋅ ⋅ ⋅ , 𝑤𝑛,𝑛𝑠,𝑝(Γ)]

T is
the anti-eavesdropping encoding vector to randomize
the received signal at 𝐸, and 𝑥𝑛𝑠,𝑝 = 𝜽s𝑛𝑠,𝑝 with s𝑛𝑠,𝑝 =
[𝑠1((𝑛𝑠−1)𝑃 +𝑝), 𝑠2((𝑛𝑠−1)𝑃+𝑝), ..., 𝑠𝑁 ((𝑛𝑠−1)𝑃 +𝑝)]T

being the (𝑛𝑠 − 1)𝑃 + 𝑝 th information symbols of the 𝑁
users and 𝜽 being the complex network coding vector
introduced in Section III. Assume that the information
symbol 𝑠𝑛((𝑛𝑠 − 1)𝑃 + 𝑝) is from normalized M-QAM (or
M-PSK) constellation 𝒜, and the bits in 𝑠𝑛((𝑛𝑠− 1)𝑃 + 𝑝) is
b𝑛,𝑛𝑠,𝑝 = [𝑏𝑛,𝑛𝑠,𝑝(1), 𝑏𝑛,𝑛𝑠,𝑝(2), ⋅ ⋅ ⋅ , 𝑏𝑛,𝑛𝑠,𝑝(𝑙𝑜𝑔2𝑀)].
Then the available information bits at the user
nodes after Phase I can be written as b𝑛𝑠,𝑝 =
[𝑏1,𝑛𝑠,𝑝(1), ⋅ ⋅ ⋅ , 𝑏𝑁,𝑛𝑠,𝑝(1), 𝑏1,𝑛𝑠,𝑝(2), ⋅ ⋅ ⋅ , 𝑏𝑁,𝑛𝑠,𝑝(𝑙𝑜𝑔2𝑀)].
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The 𝑛𝑠th OFDM symbol for 𝑈𝑛 can then be written as

x𝑛,𝑛𝑠 = [xT
𝑛,𝑛𝑠,1, ⋅ ⋅ ⋅ ,xT

𝑛,𝑛𝑠,𝑝, ⋅ ⋅ ⋅ ,xT
𝑛,𝑛𝑠,𝑃 ,0], (26)

where 0 is an all zero matrix of size 1 × (𝑁𝑐 − 𝑃Γ). When
power-delay profile is known at the transmitter, the symbols in
one OFDM block can be interleaved for better performance.
The 𝑝th group of the OFDM block is analyzed as follows, and
the analysis for other groups is similar.

After the transmission in Phase II, the 𝑝th group of the 𝑛𝑠th
OFDM symbol from 𝑈𝑛 received at 𝐷 and 𝐸 respectively are

y𝑛,𝑛𝑠,𝑝 =
√

𝑃𝑡H𝑛,𝑝 ∘ x𝑛,𝑛𝑠,𝑝 + z𝑛,𝑛𝑠,𝑝

r𝑛,𝑛𝑠,𝑝 =
√

𝑃𝑡G𝑛,𝑝 ∘ x𝑛,𝑛𝑠,𝑝 + v𝑛,𝑛𝑠,𝑝,
(27)

where H𝑛,𝑝 = [𝐻𝑛((𝑝 − 1)Γ + 1), ⋅ ⋅ ⋅ , 𝐻𝑛((𝑝 − 1)Γ +
𝛾), ⋅ ⋅ ⋅ , 𝐻𝑛((𝑝 − 1)Γ + Γ)]T and G𝑛,𝑝 = [𝐺𝑛((𝑝 − 1)Γ +
1), ⋅ ⋅ ⋅ , 𝐺𝑛((𝑝 − 1)Γ + 𝛾), ⋅ ⋅ ⋅ , 𝐺𝑛((𝑝 − 1)Γ + Γ)]T are the
𝑝th group of channel frequency responses from 𝑈𝑛 to 𝐷 and
𝐸, respectively. z𝑛,𝑛𝑠,𝑝 = [𝑧𝑛,𝑛𝑠((𝑝−1)Γ+1), ⋅ ⋅ ⋅ , 𝑧𝑛,𝑛𝑠((𝑝−
1)Γ+Γ)]T and v𝑛,𝑛𝑠,𝑝 = [𝑣𝑛,𝑛𝑠((𝑝−1)Γ+1), ⋅ ⋅ ⋅ , 𝑣𝑛,𝑛𝑠((𝑝−
1)Γ+Γ)]T are the received AWGN of the 𝑝th group at 𝐷 and
𝐸 from 𝑈𝑛, respectively. Summing up the signals in the 𝑝th
groups from the 𝑁 users, 𝐷 and 𝐸 can get

𝑦𝑛𝑠,𝑝 =
√
𝑃𝑡

𝑁∑

𝑛=1

Γ∑

𝛾=1

𝐻𝑛((𝑝− 1)Γ+𝛾)𝑤𝑛,𝑛𝑠,𝑝(𝛾)𝑥𝑛𝑠,𝑝+𝑧𝑛𝑠,𝑝

𝑟𝑛𝑠,𝑝 =
√
𝑃𝑡

𝑁∑

𝑛=1

Γ∑

𝛾=1

𝐺𝑛((𝑝− 1)Γ+𝛾)𝑤𝑛,𝑛𝑠,𝑝(𝛾)𝑥𝑛𝑠,𝑝+𝑣𝑛𝑠,𝑝,

(28)

where 𝑧𝑛𝑠,𝑝 =
∑𝑁

𝑛=1

∑Γ
𝛾=1 𝑧𝑛,𝑛𝑠((𝑝 − 1)Γ + 𝛾) and

𝑣𝑛𝑠,𝑝 =
∑𝑁

𝑛=1

∑Γ
𝛾=1 𝑣𝑛,𝑛𝑠((𝑝 − 1)Γ + 𝛾). Let 𝐻𝑛𝑠,𝑝 =∑𝑁

𝑛=1

∑Γ
𝛾=1 𝐻𝑛((𝑝 − 1)Γ + 𝛾)𝑤𝑛,𝑛𝑠,𝑝(𝛾) and 𝐺𝑛𝑠,𝑝 =∑𝑁

𝑛=1

∑Γ
𝛾=1 𝐺𝑛((𝑝 − 1)Γ + 𝛾)𝑤𝑛,𝑛𝑠,𝑝(𝛾) be the equivalent

channels at 𝐷 and 𝐸, respectively. During the channel coher-
ence time, we want the equivalent channel at 𝐷 to be a deter-
ministic constant, while the channels at 𝐸 change randomly
from one transmitted OFDM symbol to another. Assume that
no additional information is shared beforehand among the
user nodes and 𝐷. Using the same idea of randomization in
Section III A, the anti-eavesdropping encoding coefficient at
𝑈𝑛 is designed by exploiting its local CSI and transmitted
information bits as follows

𝑤𝑛,𝑛𝑠,𝑝(𝛾) =
𝛽𝑥∣𝐻𝑛((𝑝 − 1)Γ + 𝛾)∣+ 𝛽𝑡𝑢𝑛𝑒

𝑗2𝜋𝑡𝑛𝑠,𝑝

𝐻𝑛((𝑝 − 1)Γ + 𝛾)
, (29)

where 𝑢𝑛 is defined in Section III A, and

𝑡𝑛𝑠,𝑝 =

𝑁𝑙𝑜𝑔2𝑀∑
𝑚=1

2−𝑚b𝑛𝑠,𝑝(𝑚), (30)

which changes randomly to 𝐷 and 𝐸 since the transmitted
information bits change randomly from the perspective of 𝐷
and 𝐸. Substituting (29) and (30) into (28), the equivalent

channels become

𝐻𝑛𝑠,𝑝 =𝛽𝑥

𝑁∑
𝑛=1

Γ∑
𝛾=1

∣𝐻𝑛((𝑝 − 1)Γ + 𝛾)∣

𝐺𝑛𝑠,𝑝 =𝛽𝑥

𝑁∑
𝑛=1

Γ∑
𝛾=1

𝐺𝑛((𝑝 − 1)Γ + 𝛾)∣𝐻𝑛((𝑝 − 1)Γ + 𝛾)∣
𝐻𝑛((𝑝 − 1)Γ + 𝛾)

+ 𝛽𝑡𝑒
𝑗2𝜋𝑡𝑛𝑠,𝑝

𝑁∑
𝑛=1

Γ∑
𝛾=1

𝐺𝑛((𝑝 − 1)Γ + 𝛾)𝑢𝑛
𝐻𝑛((𝑝 − 1)Γ + 𝛾)

.

(31)

Therefore, the equivalent channel 𝐻𝑛𝑠,𝑝 for 𝐷 is constant
during the channel coherence time. Due to the change of 𝑡𝑛𝑠,𝑝,
the equivalent channel 𝐺𝑛𝑠,𝑝 for 𝐸 changes randomly from
one OFDM symbol to another. Then (28) becomes

𝑦𝑛𝑠,𝑝 =
√

𝑃𝑡𝐻𝑛𝑠,𝑝𝑥𝑛𝑠,𝑝 + 𝑧𝑛𝑠,𝑝

𝑟𝑛𝑠,𝑝 =
√

𝑃𝑡𝐺𝑛𝑠,𝑝𝑥𝑛𝑠,𝑝 + 𝑣𝑛𝑠,𝑝.
(32)

𝐷 can estimate
√

𝑃𝑡𝐻𝑛𝑠,𝑝 from the received information

signals as
∑𝐿

𝑖=1 ∣𝑦𝑖,𝑝∣
𝐿∣𝑥∣ , where 𝐿 is the number of received

OFDM symbols used for estmiation, and ∣𝑥∣ represents the
average amplitude of the combined symbol 𝑥𝑛𝑠,𝑝. ∣𝑥∣ can be
estimated as long as the signal constellation is given. The
detector at 𝐷 for s𝑛𝑠,𝑝 can be written as

ŝ(𝑛𝑠, 𝑝) = arg min
s∈𝒜𝑁

∣𝑦𝑛𝑠,𝑝 −
√

𝑃𝑡𝐻𝑛𝑠,𝑝𝜽s∣2, (33)

where s = [𝑠1, ⋅ ⋅ ⋅ , 𝑠𝑛, ⋅ ⋅ ⋅ , 𝑠𝑁 ]
T with 𝑠𝑛 ∈ 𝒜.

Since ℎ𝑛(𝑙) for 𝑙 ∈ [0, 𝐿1 − 1] are independent zero-mean
complex Gaussian variables with variances E∣ℎ𝑛(𝑙)∣2 = 𝜂2

𝑛,𝑙

and
∑𝐿1−1

𝑙=0 𝜂2
𝑛,𝑙 = 𝜎2

ℎ, 𝐻𝑛(𝑞) =
∑𝐿1−1

𝑙=0 ℎ𝑛(𝑙)𝑒
−𝑗 2𝜋𝑞𝜏𝑛(𝑙)

𝑇 is
complex Gaussian variable with zero-mean and variance 𝜎2

ℎ.
The (𝑝 − 1)Γ + 𝛾th signal transmitted from 𝑈𝑛 is

𝑥𝑛,𝑛𝑠((𝑝 − 1)Γ + 𝛾) =
√

𝑃𝑡𝑤𝑛,𝑛𝑠,𝑝(𝛾)𝑥𝑛𝑠,𝑝, (34)

and the average transmit power is

𝑃𝑡 = 𝑃𝑡E∣𝛽𝑥∣𝐻𝑛((𝑝 − 1)Γ + 𝛾)∣+ 𝛽𝑡𝑢𝑛𝑒
𝑗2𝜋𝑡𝑛𝑠,𝑝

𝐻𝑛((𝑝 − 1)Γ + 𝛾)
∣2 (35)

Subject to the average power constraint 𝑃𝑡, the power alloca-
tion can be decided by a similar processing in Section III C,
and {𝛽𝑥, 𝛽𝑡} can be chosen based on the same constraint in
(22).

VI. SIMULATION RESULTS

In this section, we show some simulation results of the
proposed schemes for asynchronous cooperative networks
with multiple eavesdroppers. Since the construction of the
anti-eavesdropping encoding is independent with the eaves-
droppers, and the eavesdroppers can not collude, similar
performance can be obtained at the eavesdroppers. In the
simulations, clusters of 2 and 3 user nodes are adopted, and
one of the eavesdroppers 𝐸 is considered. Without loss of
generality, we set 𝜙1 = 0. Thus 𝜃1 for 𝑈1 is 1√

𝑁
, and 𝜃𝑛

for 𝑈𝑛 is 1√
𝑁

𝑒𝑗(𝑛−1)𝜙. Unless specified otherwise, 𝛽𝑥 = 0.9

is used throughout, the channel variances are 𝜎2
ℎ = 1 and
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Fig. 5. BER performance of the AE-STNC scheme and the scheme in [9]
with 𝑁 = 2.
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Fig. 6. BER performance of AE-STNC for different modulations with 𝑁 =
2, 3.

𝜎2
𝑔 = 1, and 𝐸 estimates the CSI based on received signals

as 𝐷 does.
In Fig. 5, we compare the proposed scheme with the

differentially encoded OFDM scheme with LPI in [9]. 𝑁 = 2
is adopted. Cyclic group codes 𝐺2,4 = (2, 4, [1, 1]) and
𝐺2,16 = (2, 16, [1, 7]) are used for the scheme in [9]. The
transmission rates in Phase II for the scheme in [9] with 𝐺2,4

and 𝐺2,16 are 0.48 bits/channel use (cu) and 0.97 bits/cu,
respectively. BPSK is used in our proposed scheme, and the
transmission rate in Phase II is 1 bits/cu. It can be seen from
Fig. 5 that, the BER of 𝐸 is always around 0.5 for both
schemes, which means 𝐸 can not do better than guessing.
However, the BER performance of the scheme in [9] is worse
than that of the AE-STNC scheme, even when the rate of [9]
is a half of the proposed scheme. From the curves, we verify
that the full diversity order, which is equal to the number of
user nodes 𝑁 , is achieved by the proposed AE-STNC scheme.

The BER performances with different modulations for 𝑁 =
2 and 3 are compared in Fig. 6. From the curves we can
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Fig. 7. BER performance of AE-STNC for different power ratios with
𝑁 = 3.
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Fig. 8. Performance-security tradeoff for different choices of {𝛽𝑥, 𝛽𝑡}.

see that full diversity is always achieved when SNR is high
enough. It can be seen from Fig. 6 that, for a fixed 𝑁 , higher
modulation results in worse BER performance due to smaller
coding gain. For a fixed constellation, more cooperative nodes
can get higher diversity but lower coding gain. When SNR
is sufficiently high, diversity gain dominates the performance
and cooperative communications with more user nodes can
have better performance. When moderate or low SNR region
is considered for a dense cluster of user nodes, for better BER
performance, the nodes can be divided into groups and each
group uses an AE-STNC of small size. We can also observe
from Fig. 6 that the BER at 𝐸 is always around 0.5 for
different 𝑁 and modulations. That means 𝐸 can not intercept
the transmitted information.

Fig. 7 shows the BER performances of different power
ratios for 𝑁 = 3 user nodes with 4QAM modulation. From
the figure we can see that, when 𝐸 does not know the CSI
and estimates the CSI by using the received signals as 𝐷
does, the BER for 𝐸 is always around 0.5, which means
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Fig. 9. The influence of decoding errors at the user nodes and BER
performance of the AE-STNC scheme for different secure radius.
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Fig. 10. BER performance for the AE-STFNC scheme and the scheme in
[9] with 𝑁 = 2.

𝐸 can not get the transmitted information even most of the
power is used for signal transmission. When the best case
for 𝐸 is considered, which assumes 𝐸 can blindly estimate
the deterministic part of 𝑔𝑛,𝑖, ∀𝑛 ∈ [1, 𝑁 ], without estimation
error, the BER at 𝐸 is also given in Fig. 7 as a lower bound
of 𝐸’s BER performance. The decoding of the information
signals at 𝐸 is affected by the random interference, and error
floor occurs as SNR increases. For the best case of 𝐸, error
floor appears when SNR increases to 25𝑑𝐵. When 𝛽𝑥 = 0.9,
the interference power is quite low, and the BER at 𝐸 arrives
at a floor around 2 × 10−2. Higher error floor at 𝐸 can be
generated by decreasing 𝛽𝑥. It can be seen from Fig. 7 that
the error floor at 𝐸 is above 0.1 when 𝛽𝑥 decreases to 0.7. Due
to the decrease of 𝛽𝑥, the transmission power for information
signals reduces, resulting in performance degradation at 𝐷.
For the worst case of the cooperative system when 𝐸 can
blindly estimate the deterministic parts of its channels during

the channel coherence time, the choice of {𝛽𝑥, 𝛽𝑡} is a tradeoff
between performance and security in terms of LPI.

The tradeoff of {𝛽𝑥, 𝛽𝑡} is shown in Fig. 8. For a co-
operative network of 𝑁 = 3 user nodes using 4QAM, the
BER performances for 𝐷 and 𝐸 are illustrated in Fig. 8 for
𝑃𝑡/𝜎

2 = 30dB when 𝛽𝑥 changes from 0.1 to 0.9. First we can
see that when 𝐸 estimates the channels using the same channel
estimation as 𝐷, the BER at 𝐸 is always around 0.5. That
means 𝐸 can not intercept any information regardless of power
allocation. When the best case for 𝐸 is considered, the BER
curves show the tradeoff between performance and security.
As 𝛽𝑥 increases, the BER performance at 𝐷 gets better, while
the probability for 𝐸 to correctly decode a bit increases. Based
on desired security or performance requirement, {𝛽𝑥, 𝛽𝑡} can
be chosen.

Fig. 9 first shows the influence of decoding errors at the
user nodes on the BER performance at 𝐷. BPSK is used in
the simulation. There are 2 users in the cluster and the path
loss exponent is 𝛼 = 3. The distance between 𝐷 and the
cluster is normalized as 𝑑𝐷 = 1, and the distance between
the user nodes is assumed to be 2𝑑 = 𝑑𝐷/100. 𝐸 is randomly
located in the secure region and its distance from the cluster is
uniformly distributed between 𝛾𝑠𝑑 and 𝑑𝐷 . The transmit SNR
in Phase I is less than −20dB. From Fig. 9 we can see that,
when 𝑡𝑖 is generated from the original information bits and
from the decoded bits by the users, the performance curves
are almost the same. That means the remaining randomness
in (6) caused by the decoding errors at the user nodes does
not cause performance degradation. This is because the user
nodes are in the same cluster and close to each other, they can
decode each other’s information with high probability. Second,
when the security requirement in Phase I is 𝑃𝐸,𝑡ℎ = 0.4, the
BER performance at 𝐷 for different secure radius 𝛾𝑠 is shown
in Fig. 9. The smaller 𝛾𝑠 is, the larger the security region is.
According to Table II, for a fixed 𝑃𝐸,𝑡ℎ, as 𝛾𝑠 decreases from
162.6 to 35, the SER at the users in Phase I increases. We
can see from Fig. 9 that, when 𝐸 is in the secure region,
the BER performance at 𝐸 is around 0.5 by combining its
received signals in Phase I and Phase II. Thus 𝐸 can not
intercept the transmitted information. By decreasing 𝑃𝐼 , the
performance of the cooperative communication degrades, and
the secure region can be extended. When 𝛾𝑠 decreases from
162.6 to 35, the eavesdropper becomes close to the cluster. The
transmit power in Phase I is decreased to satisfy the security
requirement, and the decoding errors at the users in Phase I
increase. The increasing decoding errors in Phase I result in
worse performance at 𝐷 in Phase II, and this performance
degradation can be seen from Fig. 9.

Fig. 10 shows the BER performance of the AE-STFNC
scheme. In the simulation, 𝑁𝑐 = 128 and the total bandwidth
is 1 MHz. A simple two-ray equal power delay profile
(𝐿1 = 𝐿2 = 2) with a delay of 𝜏 = 20𝜇𝑠 between the
two rays as in [9] is considered. Assume that the cluster has
𝑁 = 2 user nodes. For the scheme proposed in [9], Γ = 2 and
𝐺4,16 = (4, 16, [1, 3, 5, 7]) is used. Therefore, the transmission
rate in Phase II is 0.47 bits/cu. To compare with the same
diversity and a similar rate, BPSK is used in the proposed
scheme and the rate in Phase II is 0.5 bits/cu when Γ = 2.
From the curves, we verify that a full diversity order of 𝑁Γ is
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achieved by the proposed AE-STFNC scheme. Moreover, the
BER performance of the proposed scheme is much better than
that of the scheme in [9] under the same diversity and similar
transmission rate. When Γ = 1 is used for both schemes,
𝐺2,4 is used for the scheme in [9] and the transmission rate
in Phase II is 0.48 bits/cu. In this case, the proposed scheme
with BPSK outperforms the scheme in [9] slightly but achieves
double transmission rate. We can see from the figure that the
BER performances of the eavesdropper are both around 0.5
for the AE-STFNC scheme and the scheme in [9].

VII. CONCLUSION

In this paper, PHY layer secure transmission schemes for
asynchronous cooperative communication networks with pas-
sive eavesdroppers over frequency-flat and frequency-selective
channels are proposed. By utilizing local information at sep-
arated user nodes, AE-STNC is first proposed to prevent
eavesdropping and achieve full diversity without sacrificing
transmission efficiency. Without requiring any information
about the eavesdroppers, the proposed scheme randomizes the
received signals at the eavesdroppers, so that they can not
intercept the transmitted information even when they have
better channel quality. By extending the AE-STNC scheme
to frequency-selective channels, AE-STFNC, which prevents
eavesdropping and provides flexible diversity, is proposed for
broadband asynchronous cooperative communications. Simu-
lation results validate our analysis. Compared with the secure
scheme proposed in [9], the proposed schemes can achieve
better performance while generating LPI. Secure region is
investigated according to different requirements of security
and performance in Phase I. The secure transmission in Phase
I regardless of the eavesdroppers’ locations is an interesting
problem but left for future work.
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