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Multi-Source Cooperative Communications

Zhenzhen Gao, Student Member, IEEE, Hung-Quoc Lai, Member, IEEE, and K. J. Ray Liu, Fellow, IEEE

Abstract—Due to the asynchronous nature of cooperative com-
munications, simultaneous transmissions from two or more nodes
are challenging in practice. The existing cooperative communi-
cations employing successive transmission from one user node to
the other can avoid the synchronization problem but results in
large transmission delay. In addition, channel estimation in multi-
source cooperative communications is a challenging and costly
task due to the amount of training, especially when the number of
cooperative users is large. Considering these practical challenges
in multi-source cooperative communications, this paper proposes
a differential space-time network coding (DSTNC) scheme for
narrowband multi-source cooperative communications to over-
come the problems of imperfect synchronization and complex
channel estimation without introducing large transmission de-
lay. Each user in the network linearly combines the correctly
decoded symbols via network coding and transmits its packet
in time division multiple access (TDMA) mode. The pairwise
error probability is analyzed and the design criteria of the
DSTNC are derived to achieve full diversity. For broadband
cooperative communications, distributed differential space-time-
frequency network coding (DSTFNC), which is differentially
encoded within each orthogonal frequency-division multiplexing
(OFDM) block, is designed through mapping from the proposed
DSTNC. When the statistical channel power-delay profile is
known at the corresponding user node, each node can permutate
its channel independently to improve the performance of the
DSTFNC scheme. Simulation results are presented to verify the
performance of the proposed schemes.

Index Terms—Multinode cooperative communications, syn-
chronization, channel estimation, space-time network coding,
space-time-frequency network coding.

I. INTRODUCTION

IT is well known that due to the fading effect, the transmis-
sion over wireless channels suffers from severe attenuation

in signal strength. Spatial diversity is an attractive way to
combat fading in wireless communications because it can be
readily combined with other forms of diversity and still offer
dramatic performance gains when other forms of diversity are
unavailable [1]. Multiple-input multiple-output (MIMO) with
space-time coding techniques exploit spatial diversity through
multiple transmit and/or receive antennas [2]-[3]. However
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with the required separation among antennas that is usually
at least a half of wavelength, it is often impractical to equip
multiple antennas for small size transceivers such as nodes in
wireless sensor networks and mobile networks.

User cooperation is an effective scheme to introduce spatial
diversity in wireless networks without the use of co-located
multiple antennas. The distributed antennas from the relays
form a virtual antenna array to provide spatial diversity.
Most of the existing studies assume perfect synchroniza-
tion and perfect channel state information (CSI) available
at the destination [4], [5]. However, such an assumption is
difficult to be met in practice. The cooperative diversity is
provided by different antennas in separated terminals, where
each terminal has its own local oscillator (LO). These LO’s
generate transmit frequencies with certain variations, and it
is hard for the destination to estimate and compensate all the
frequency offsets at once. The frequency synchronization issue
becomes much worse when cooperative nodes are in mobile
with different Doppler effects. It is also challenging for the
destination to receive all relaying signals simultaneously due
to different propagation time, processing time, and timing esti-
mation errors. Besides, channel estimation is a challenging and
costly task, especially in time-selective fading environments
[6]. The amount of overhead becomes substantial in multi-
source wireless systems because the amount of training or
convergence time (incurred by blind techniques) grows with
the number of links.

Recently, there have been studies on space-time coding for
asynchronous cooperative systems to achieve full diversity.
Coding methods that tolerate the timing synchronization errors
are discussed in [7], and [8]. However, these schemes come
with the additional overheads to accommodate the timing
mismatches. In [9], intentional delays are introduced in dif-
ferent relay nodes, and minimum mean square error (MMSE)
estimator is used at the destination to exploit the cooperative
diversity. However, full diversity is not guaranteed. To achieve
full diversity in frequency-selective channels without perfect
synchronization, [10] proposed the randomized space-time
codes, and [11] exploited the structure of time-reverse space-
time block code (TR-STBC). Both of the transmissions are
structured in blocks of appropriate length to eliminate inter-
block interference. However, if space-time block codes are
used in [10], the transmission rates of [10] and [11] decrease
as the number of relays increases. Full-diversity multisource
cooperation protocols have been proposed in [12] and [13]
based on complex field coding to improve spectral effi-
ciency. To reduce the transmission delay caused by traditional
TDMA transmission, novel concepts of wireless network
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Fig. 1. Wireless multi-source cooperative communication network.

cocast (WNC) and space-time network coding (STNC) have
been proposed by leveraging the idea of network coding in
[14] and [15]. WNC in [14] can provide incremental diversity,
while the STNC scheme in [15], which combines symbols in
code division multiple access (CDMA) or frequency division
multiple access (FDMA) mode at each relay, can solve the
imperfect synchronization issue and achieve full diversity. 2𝑁
time slots are required by the STNC in [15] for a network of
𝑁 nodes to transmit 𝑁 packets. Compared to 𝑁2 time slots
for a traditional TDMA-based cooperative communication
network of 𝑁 nodes [5], this is a substantial reduction in
transmission delay. However, in both [14] and [15], extra
frequency resource is required.

All these asynchronous schemes have assumed CSI known
at the receivers. However, as mentioned in previous part,
channel estimation is challenging and often not possible in a
fast-fading environment. To overcome the problem of channel
estimation, differential encoding and modulation schemes for
cooperative communications have been investigated, such as
[16] and [17]. The differential scheme in [16] is based on
space-time codes for MIMO systems, which would fail if
the synchronization is imperfect. In [17], a single transmis-
sion with differential M-array phase shift keying (DMPSK)
modulated symbols in TDMA manner can overcome the syn-
chronization issue but causes large transmission delay. From
the above discussion, there is a clear need of a cooperative
communication scheme that can leverage the advantages of
the discussed schemes while overcoming their shortages.

In this paper, we first propose a differential space-time
network coding (DSTNC) scheme for narrowband cooperative
communication systems to solve the issues of imperfect syn-
chronization and channel estimation. By exploiting the idea
of STNC in [15], TDMA is also used in this paper. The
differential encoding is performed across the symbols within
the same packet at each node. Different from the STNC in
[15], a combining function, which is determined by a network
coding vector, is designed in this paper for each node to
reduce the transmission delay while achieving full diversity.
Note that due to the adoption of FDMA or CDMA in [15],
more bandwidth is needed by the STNC scheme to separate
different users’ signals. In our proposed DSTNC scheme, the
same frequency band is used for the whole network and thus
the proposed DSTNC scheme has higher spectral efficiency
than the STNC in [15]. The network coding here, which

is a set of complex parameters optimized for conventional
signal constellations, is different from the traditional network
coding, which linearly combines Galois symbols with coding
coefficients picked from a finite field of fixed size [18], [19].
We analyze the pairwise error probability (PEP) performance
of the proposed DSTNC scheme and derive the diversity
criterion and product criterion for the design of the DSTNC. It
is verified by the simulations that full diversity can be achieved
by the proposed DSTNC scheme.

For broadband cooperative communications, orthogonal
frequency-division multiplexing (OFDM) is used at each user
node. A distributed differential space-time-frequency network
code (DSTFNC) is designed from the proposed DSTNC
via mapping. The DSTFNC is differentially encoded over
subcarriers within each OFDM block. Therefore, it can be
decoded even the fading channels remain constant only within
each OFDM block and may change independently from one
OFDM block to another. When a statistical channel power-
delay profile (PDP) is known at the corresponding user node, a
smooth logical channel similar to [20] is created independently
at each user node to improve the performance of the DSTFNC
scheme. Simulation results show that the proposed DSTFNC
scheme provides the expected full diversity even in some high
mobility scenarios, where the channel may change within one
OFDM block due to Doppler effects.

The rest of the paper is organized as follows. In Section II,
system model and differential transmission for narrow-band
cooperative communications are introduced. In Section III, the
PEP performance is analyzed for frequency flat channels and
the design of DSTNC is discussed. In Section IV, DSTFNC
for broadband cooperative communications is generated from
DSTNC and the permutation method for each node to create
the smooth logical channel is illustrated when the corre-
sponding PDP is known. In Section V, simulation results are
shown to validate the proposed schemes. Finally, we draw our
conclusions in Section VI.

Notations: Upper (lower) case boldface letters stand for
matrices (vectors).⊗ is the Kronecker product. T and H denote
transposition and conjugate transposition of a matrix, respec-
tively. E stands for expectation. ∥A∥F denotes the Frobenius
norm of matrix A. I𝑁 is an 𝑁 × 𝑁 unit matrix. 0𝑁 and
1𝑁 are 𝑁 × 1 all-zero vector and all-one vector, respectively.
diag[𝑑1, . . . , 𝑑𝑁 ] is the 𝑁 × 𝑁 diagonal matrix whose 𝑖th
diagonal entry is 𝑑𝑖.

II. SYSTEM MODEL

Consider a wireless multi-source cooperative communica-
tion network depicted in Fig. 1, in which a set of 𝑁 user
nodes 𝑈𝑖, 1 ≤ 𝑖 ≤ 𝑁 , each equipped with a single antenna,
cooperate to transmit their information to the destination node
𝐷. Without loss of generality, the transmitted information
can be represented in terms of symbols. Nevertheless, the
nodes will transmit packets that contains a large number
of symbols. The destination will collect all the transmitted
packets and then jointly detect the transmitted information
as in the traditional network coding [18], [19]. Selective
decode-and-forward protocol [1] is adopted in the cooperative
communication network. For mathematical tractability, we
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Fig. 2. Illustration of two-phase cooperative communications of repetition-
based successive transmissions (a) and network coding transmissions (b).

assume that the relays can judge whether the received symbols
are decoded correctly or not [5]. It is shown in [5] that this as-
sumption is very close to the performance of practical scenario
of comparing the received SNR to a threshold, especially when
the nodes operate in high SNR, for example, when the nodes
are close to each other. The channels between any two nodes
in the network are modeled as narrow-band Rayleigh fading
with additive white Gaussian noise (AWGN). Let 𝑔𝑚𝑛 and
ℎ𝑚 denote the channel between 𝑈𝑚 and 𝑈𝑛 and the channel
between 𝑈𝑚 and 𝐷, ∀𝑚,𝑛 ∈ [1, 𝑁 ], respectively. Then 𝑔𝑚𝑛
and ℎ𝑚 are modeled as independent zero-mean, complex
Gaussian random variables with variances E∣𝑔𝑚𝑛∣2 = 𝜎2

𝑚𝑛

and E∣ℎ𝑚∣2 = 𝜎2
𝑚, respectively. The channel variances are

𝜎2
𝑚𝑛 = 𝜅𝑑−𝜈𝑚𝑛 and 𝜎2

𝑚 = 𝜅𝑑−𝜈𝑚 , where 𝜅 is a constant whose
value depends on the propagation environment, 𝑑𝑚𝑛 and 𝑑𝑚 is
the distance between 𝑈𝑚 and 𝑈𝑛 and the distance between 𝑈𝑚
and 𝐷, respectively, and 𝜈 is the path loss exponent, whose
value is usually in the range between 2 and 4.

A. Transmission Model

Fig. 2 illustrates the transmission procedure for a two-
phase cooperative communication. Each transmission period
comprises two phases, the broadcasting phase (Phase I) and
the encoding/relaying phase (Phase II). Assume that TDMA
is used in each phase and frame synchronization has been
established. In each phase, each node is assigned a time slot to
transmit its packet, which contains a large number of symbols.
The source nodes take turns to exchange their information in
Phase I. In Phase II, unlike the traditional cooperative com-
munication, where the nodes repeat the received packets, each
node transmits a new packet, whose symbols are generated by
combing the received symbols from different nodes with its
network coding vector.

Fig. 3 illustrates the differential space-time network code
with the 𝑘th symbols of the 𝑁 packets in one transmission
period. In Phase I, each user node 𝑈𝑚,𝑚 ∈ [1, 𝑁 ], is assigned
a time slot 𝑇𝑚 to broadcast its packet to the rest of the user
nodes with power 𝑃𝐼 , where the 𝑘th transmitted symbol is
𝑣𝑘𝑚. In Phase II, each node transmits a new packet with power
𝑃𝐼𝐼 , and the 𝑘th transmitted symbols of the packets are 𝑥𝑘𝑛,
𝑛 ∈ [1, 𝑁 ]. Let 𝑃𝑡 = 𝑃𝐼 + 𝑃𝐼𝐼 be the total transmit power
for a transmission. Assume that user nodes are far away from
𝐷, and the distance among the user nodes is small compared
to the distance between the user nodes and 𝐷. A small 𝑃𝐼 is
enough for the transmission in Phase I. Thus there is no direct
link between the use nodes and the destination node in Phase
I.
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Fig. 3. The construction of the DSTNC with the 𝑘th transmitted symbols
of the 𝑁 packets for narrowband cooperative communications.

1) Signal Transmission in Phase I: Denote the 𝑘th in-
formation symbols of the 𝑁 packets as a vector s𝑘 =
[𝑠𝑘1 , 𝑠

𝑘
2 , ..., 𝑠

𝑘
𝑁 ]T with 𝑘 ∈ [0, 𝑁𝑠−1], where 𝑁𝑠 is the number

of information symbols in a packet. The information symbol
𝑠𝑘𝑚 of 𝑈𝑚, 𝑚 ∈ [1, 𝑁 ], is from an M-QAM constellation
𝒜. Since no CSI is available at the user nodes, the trans-
mitted symbol 𝑣𝑘𝑚 in Phase I is differentially encoded as

𝑣𝑘𝑚 = 𝑠𝑘𝑚
𝑣𝑘−1
𝑚

∣𝑣𝑘−1
𝑚 ∣ with 𝑘 = 0 denoting the initial reference

symbol. The 𝑘th transmitted symbol of 𝑈𝑚 received at 𝑈𝑛 in
Phase I can be written as

𝑦𝑘𝑚𝑛 =
√
𝑃𝐼𝑔

𝑘
𝑚𝑛𝑣

𝑘
𝑚 + 𝑤𝑘𝑚𝑛, (1)

where 𝑤𝑘𝑚𝑛 is zero-mean and 𝑁0-variance AWGN, 𝑔𝑘𝑚𝑛 is
the channel between 𝑈𝑚 and 𝑈𝑛 during the transmission of
𝑣𝑘𝑚. After decoding, 𝑈𝑛 obtains a set of estimated symbols
ŝ𝑘𝑛 = [𝑠𝑘1𝑛, ...., 𝑠

𝑘
𝑚𝑛, ..., 𝑠

𝑘
𝑁𝑛]

T from other nodes, where 𝑠𝑘𝑚𝑛 =
𝛽𝑚𝑛𝑠

𝑘
𝑚 with 𝛽𝑚𝑛 indicating the detection state at 𝑈𝑛 for 𝑠𝑘𝑚.

𝛽𝑚𝑛 for 𝑚 ∕= 𝑛 can be formulated as

𝛽𝑚𝑛 =

{
1, 𝑠𝑘𝑚𝑛 = 𝑠𝑘𝑚
0, 𝑠𝑘𝑚𝑛 ∕= 𝑠𝑘𝑚

. (2)

It is obvious that 𝛽𝑛𝑛 = 1 due to the fact that 𝑈𝑛 always has
its own information. The detection states demonstrate that the
user nodes just relay the symbols decoded correctly.

Then 𝑈𝑛 combines the elements of the estimation ŝ𝑘𝑛 using
a linear function to form a unique symbol as follows

𝑢𝑘𝑛 = 𝑓𝑛(ŝ
𝑘
𝑛) =

𝑁∑
𝑚=1

𝑎𝑚𝑛𝑠
𝑘
𝑚𝑛 = aT

𝑛ŝ
𝑘
𝑛 (3)

with a𝑛 = [𝑎1𝑛, ..., 𝑎𝑛𝑛, ..., 𝑎𝑁𝑛]
T. Assume that aT

𝑛a𝑛 = 1.
We call the combining factors 𝑎𝑚𝑛, 𝑚,𝑛 ∈ [1, 𝑁 ], as network
coding coefficients and a𝑛 as the network coding vector at 𝑈𝑛.

2) Signal Transmission in Phase II: Because the desti-
nation does not have CSI, each user node would transmit
the combined symbol 𝑢𝑘𝑛 differentially in Phase II, where
𝑛 ∈ [1, 𝑁 ], 𝑘 ∈ [0, 𝑁𝑠 − 1]. The nodes transmit their packets
in their assigned time slots, and the 𝑘th transmitted symbols
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of the 𝑁 packets can be written as a diagonal space-time
matrix D𝑘

𝑥 = diag[𝑥𝑘1 , . . . , 𝑥
𝑘
𝑛, . . . , 𝑥

𝑘
𝑁 ], which is generated as

follows D𝑘
𝑥 = D𝑘

𝑢D
𝑘−1
𝑥 D̄𝑘−1

𝑥 , (4)

where D𝑘−1
𝑥 = diag[𝑥𝑘−1

1 , . . . , 𝑥𝑘−1
𝑛 , . . . , 𝑥𝑘−1

𝑁 ] represents
the space-time block with the (𝑘 − 1)th transmitted symbols
of the 𝑁 packets, D𝑘

𝑢 = diag[𝑢𝑘1 , . . . , 𝑢
𝑘
𝑛, . . . , 𝑢

𝑘
𝑁 ] is the

information block with the 𝑘th combined symbols of the 𝑁
users, and D̄𝑘−1

𝑥 = diag[ 1

∣𝑥𝑘−1
1 ∣ , . . . ,

1

∣𝑥𝑘−1
𝑛 ∣ , . . . ,

1

∣𝑥𝑘−1
𝑁 ∣ ] is the

normalization block. Thus the 𝑘th transmitted symbol of 𝑈𝑛’s
packet in Phase II is 𝑥𝑘𝑛 = 𝑢𝑘𝑛

𝑥𝑘−1
𝑛

∣𝑥𝑘−1
𝑛 ∣ , which is differentially

encoded between the combined symbol 𝑢𝑘𝑛 and the (𝑘 − 1)th
symbol of the packet. The normalization block D̄𝑘−1

𝑥 prevents
the peak power of the transmitted signals from being too large
or too small.

At the end of Phase II, 𝐷 has received the 𝑁 packets from
the 𝑁 user nodes. The 𝑘th signals of the received packets at
𝐷 can be written as

y𝑘 =
√
𝑃𝐼𝐼D

𝑘
𝑥h

𝑘 +w𝑘, (5)

where y𝑘 = [𝑦𝑘1 , . . . , 𝑦
𝑘
𝑛, . . . , 𝑦

𝑘
𝑁 ]T, w𝑘 =

[𝑤𝑘1 , . . . , 𝑤
𝑘
𝑛, . . . , 𝑤

𝑘
𝑁 ]T ∼ 𝒞𝒩 (0, I𝑁𝑁0) is the received

noise vector, h𝑘 = [ℎ𝑘1 , . . . , ℎ
𝑘
𝑛, . . . , ℎ

𝑘
𝑁 ]

T with ℎ𝑘𝑛 being the
channel between 𝑈𝑛 and 𝐷 during the transmission of 𝑥𝑘𝑛.
Assume that the channels do not change significantly over
a period of two adjacent symbols within one packet, i.e.
ℎ𝑘𝑛 = ℎ𝑘−1

𝑛 = ℎ𝑛 and 𝑔𝑘𝑚𝑛 = 𝑔𝑘−1
𝑚𝑛 = 𝑔𝑚𝑛. Thus we have

h𝑘 = h𝑘−1 = h, and the received signals can be expressed
as y𝑘 = D𝑘

𝑢ȳ
𝑘−1 + w̃𝑘, (6)

where ȳ𝑘−1 = D̄𝑘−1
𝑥 y𝑘−1 and w̃𝑘 = w𝑘 − D𝑘

𝑢D̄
𝑘−1
𝑥 w𝑘−1.

The equivalent noise vector w̃𝑘 is zero-mean with the covari-
ance matrix of

Σ𝑤 = E[w̃𝑘(w̃𝑘)H]

= [I𝑁 + (D̄𝑘−1
𝑥 )2D𝑘

𝑢(D
𝑘
𝑢)

H]𝑁0 = Λ𝑤𝑁0,
(7)

where Λ𝑤 = diag[𝜀1, . . . , 𝜀𝑛, . . . , 𝜀𝑁 ] and 𝜀𝑛 = 1 +
∣𝑢𝑘

𝑛∣2
∣𝑥𝑘−1

𝑛 ∣2 .

B. Signal Detection

To make the relationship clear, substitute (2) and (3) into
the received signals in (6) to get

y𝑘 = SBAȳ𝑘−1 + w̃𝑘, (8)

where S = diag[s𝑘
T
, . . . , s𝑘

T
], A = diag[a1, . . . , a𝑁 ], and

B = diag[𝛽11, . . . , 𝛽𝑁1, . . . , 𝛽1𝑁 , . . . , 𝛽𝑁𝑁 ].
Based on the received signal vector in (8), the maximum

likelihood (ML) detection is used at 𝐷, and the estimation of
s𝑘, denoted as s̃𝑘, can be written as

s̃𝑘 = arg min
s𝑘∈𝒜𝑁

{[y𝑘 −SAȳ𝑘−1]HΣ−1
𝑤 [y𝑘 −SAȳ𝑘−1]}. (9)

As shown in (9), the decoding complexity of ML detection
increases exponentially with the number of user nodes. Thus
for large 𝑁 and/or large constellation size, sphere decoding
method [21] [22] can be used to reduce the complexity. For
high density nodes, they can be divided into subgroups and
each group uses a DSTNC of smaller size to reduce the
decoding complexity while sacrificing some diversity.

As for the detection at 𝑈𝑛 in Phase I, with the assumption
that the channels do not change significantly over a period of
two adjacent symbols, the received signal at 𝑈𝑛 from 𝑈𝑚 in
Phase I becomes

𝑦𝑘𝑚𝑛 =
√
𝑃𝐼𝑔𝑚𝑛𝑣

𝑘
𝑚 + 𝑤𝑘𝑚𝑛, (10)

and the ML detection for 𝑠𝑘𝑚 at 𝑈𝑛 is

𝑠𝑘𝑚𝑛 = arg min
𝑠𝑚∈𝒜

∣𝑦𝑘𝑚𝑛 − 𝑠𝑚𝑦
𝑘−1
𝑚𝑛 ∣2

𝜉𝑚𝑁0
, (11)

where 𝜉𝑚 = 1 +
∣𝑠𝑘𝑚∣2
∣𝑣𝑘−1

𝑚 ∣2 .
Note that in differential detection, because the receiver

does not know the transmitted symbol, we can replace the
signal terms in the variances of the equivalent noises with
their means, i.e. 𝜀𝑛 = 1 +

𝐸[∣𝑢𝑘
𝑛∣2]

∣𝑥𝑘−1
𝑛 ∣2 , and 𝜉𝑚 = 1 +

𝐸[∣𝑠𝑘𝑚∣2]
∣𝑣𝑘−1

𝑚 ∣2 .
Simulation results in Section V show that this approximation
leads to very small performance degradation. Also note that
the detection states of the user nodes are not available at 𝐷,
therefore in the ML detector (9),𝐷 assumes the user nodes can
successfully decode. It is shown later by the simulations that
the performances with and without knowledge of the detection
states at 𝐷 are the same.

III. PERFORMANCE ANALYSIS AND DESIGN OF DSTNC

In this section, the performance of the DSTNC scheme is
analyzed, and the PEP is derived. Based on the PEP analysis,
we derive two design criteria for the network coding vectors,
i.e., the diversity criterion and the product criterion.

A. PEP Analysis

The accurate performance analysis of a differential coded
system requires the consideration of the quadratic receiving
structure [23] [24]. We can well approximate the performance
in high SNR situations by using an equivalent coherent
receiver model (8) with ȳ𝑘−1 acting as a known channel
vector and w̃𝑘 as the equivalent noise vector [25]. Since Σ𝑤,
the covariance matrix of w̃𝑘, is clearly a diagonal matrix,
the equivalent noise remains uncorrelated but with unequal
variance entries. After normalized by Σ

− 1
2

𝑤 , which can be
estimated at 𝐷, (8) becomes

Σ
− 1

2
𝑤 y𝑘 = Σ

− 1
2

𝑤 SBAȳ𝑘−1 + w̄𝑘, (12)

where w̄𝑘 = Σ
− 1

2
𝑤 w̃𝑘 has a covariance matrix 𝑁0I𝑁 . The

normalization just adjusts the signal strength at 𝐷 so that the
noise power is uniform, and it does not affect the codeword
error probability.

From the above equation, we can derive the PEP, i.e.
the probability of transmitting s𝑘 and deciding in favor of
another c𝑘 = [𝑐𝑘1 , 𝑐

𝑘
2 , ..., 𝑐

𝑘
𝑁 ]T at the detector, conditioned by

previously received signals and the detection states at the user
nodes. The PEP is given by

𝑃 (s𝑘 → c𝑘∣ȳ𝑘−1, {𝛽11, . . . , 𝛽𝑁1, . . . , 𝛽1𝑁 , . . . , 𝛽𝑁𝑁})

= 𝑄
(√𝑑2(S,C)

2𝑁0

)
≤ exp

(
−𝑑2(S,C)

4𝑁0

)
,

(13)
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where the inequality is the Chernoff bound [26], and 𝑑2(S,C)
is the distance between the received signals corresponding to
respective codeword s𝑘 and c𝑘 . The distance can be written
as

𝑑2(S,C) =
(
ΔSBAȳ𝑘−1

)H
Λ−1
𝑤

(
ΔSBAȳ𝑘−1

)
, (14)

where ΔS = S−C with C = diag[c𝑘
T
, ..., c𝑘

T
]. For moderate

or high SNR scenarios, we make the following approximation
y𝑘−1 =

√
𝑃𝐼𝐼D

𝑘−1
𝑥 h, and the distance becomes

𝑑2(S,C)=𝑃𝐼𝐼h
H
(
ΔSBAD̄𝑘−1

𝑥 D𝑘−1
𝑥

)
HΛ−1

𝑤

(
ΔSBAD̄𝑘−1

𝑥 D𝑘−1
𝑥

)
h.

(15)
Assuming that channels from different nodes to 𝐷 are spatially
uncorrelated, averaging the bound in (13) with respect to h
results in [26]

𝑃 (s𝑘 → c𝑘∣{𝛽11, . . . , 𝛽𝑁1, . . . , 𝛽1𝑁 , . . . , 𝛽𝑁𝑁})

≤ Eh

[
exp

(
−𝑑2(S,C)

4𝑁0

)]
=

𝑁∏
𝑛=1

(
1 +

𝑃𝐼𝐼𝜆𝑛
4𝑁0

)−1

,
(16)

where 𝜆𝑛 is the eigenvalue of the following 𝑁 ×𝑁 diagonal
matrix

R
1
2

ℎ

(
ΔSBAD̄𝑘−1

𝑥 D𝑘−1
𝑥

)H
Λ−1
𝑤

(
ΔSBAD̄𝑘−1

𝑥 D𝑘−1
𝑥

)
R

1
2

ℎ

(17)
with Rℎ = diag[𝜎2

1 , . . . , 𝜎
2
𝑁 ] being the correlation matrix

of h. It is easy to verify that the 𝑛th eigenvalue is 𝜆𝑛 =
𝜎2
𝑛

𝜀𝑛
∣∑𝑁

𝑚=1 𝛽𝑚𝑛𝑎𝑚𝑛Δ𝑠𝑚∣2 with Δ𝑠𝑚 = 𝑠𝑘𝑚 − 𝑐𝑘𝑚.
Averaging with respect to the detection states of the user

nodes, the PEP can be written as

𝑃 (s𝑘 → c𝑘) ≤ E𝛽𝑚𝑛

[ 𝑁∏
𝑛=1

(
1 +

𝑃𝐼𝐼𝜆𝑛
4𝑁0

)−1]
. (18)

Because the signal detection at each user is independent and
the detection of symbols from different sources at a certain
user is also independent, the order of expectation operator
and production operator in (18) can be exchanged as follows

𝑃 (s𝑘→c𝑘)≤
𝑁∏

𝑛=1

E𝛽𝑚𝑛

[(
1+

𝑃𝐼𝐼𝜎
2
𝑛∣

∑𝑁
𝑚=1 𝛽𝑚𝑛𝑎𝑚𝑛Δ𝑠𝑚∣2
4𝑁0𝜀𝑚

)
−1

]
.

(19)

Assuming that the SER at 𝑈𝑛 for the symbols from 𝑈𝑚 is
𝑝𝑚𝑛, 𝛽𝑚𝑛’s are independent Bernoulli random variables with
a distribution

𝑃 (𝛽𝑚𝑛) =

{
1− 𝑝𝑚𝑛, for 𝛽𝑚𝑛 = 1

𝑝𝑚𝑛, for 𝛽𝑚𝑛 = 0.
(20)

Considering all possibilities of the detection state
{𝛽11, . . . , 𝛽𝑁1, . . . , 𝛽1𝑁 , . . . , 𝛽𝑁𝑁}, the PEP can be written
as (21) which is shown on the top of this page. The first term
in (21) represents the case when all symbols received at 𝑈𝑛 are
decoded correctly, the second term represents the case when
one of the symbols received at 𝑈𝑛 is decoded incorrectly, and
so on. When SNR is high, SERs are small and the higher
order terms of SERs could be ignored. Thus the PEP can be
approximated by (22) on the top of this page, where H.O.T.
stands for the higher order terms.

Diversity is an important criterion since it determines the
slop of the performance curve. However, it is obvious from
(22) that ∣aT

𝑛Δs∣ = 0 would result in the loss of diversity. In
order to achieve the maximum diversity, the first criterion of
the network coding vectors is derived as follows.

Diversity criterion: The full diversity gain 𝑁 can be
achieved if the following maximum diversity condition holds
true for any distinct pair {s𝑘, c𝑘},

∣aT
𝑛Δs∣ ∕= 0, ∀𝑛 ∈ [1, 𝑁 ], ∀s𝑘, c𝑘 ∈ 𝒜𝑁 . (23)

Theorem 1: Let 𝑑𝑚𝑎𝑥 represent the maximum Euclidean
distance of 𝒜. If ∀𝑛 ∈ [1, 𝑁 ], ∣aT

𝑛Δs∣ ∕= 0 holds true for
any distinct pair {s𝑘, c𝑘}, the PEP under high SNR is upper
bounded by

𝑃 (s𝑘 → c𝑘) < 𝐺
( 𝑃𝑡
𝑁0

)−𝑁
(24)

where 𝐺 is coding advantage and

𝐺 =

𝑁∏
𝑛=1

1

∣aT
𝑛Δs∣2

( 4𝜀𝑛
(1− 𝛼)𝜎2

𝑛

+

𝑁∑
𝑙=1,𝑙 ∕=𝑛

𝑁𝐶𝑀𝜉𝑙𝑑
2
𝑚𝑎𝑥

𝛼𝜎2
𝑙𝑛

)

with 𝛼 = 𝑃𝐼

𝑃𝑡
. 𝐶𝑀 is constant for a certain constellation.

Proof: See Appendix.
It can be seen from (24) that, for a fixed number of user

nodes, the adopted signal constellation, the power allocation
𝛼 and channel conditions can influence the coding advantage
𝐺 but not the diversity order. When given the constellation,
𝛼 and channel conditions, the PEP depends on the design of
network coding vectors. Thus according to Theorem 1, the
second design criterion is derived as follows to get a better
performance.

Product criterion: The minimum value of the product∏𝑁
𝑛=1 ∣aT

𝑛Δs∣2 over all pairs of distinct signal vectors s𝑘 and
c𝑘 should be as large as possible.

The product criterion is of secondary importance and should
be optimized if full diversity is achieved.

B. Design of DSTNC

Let A𝑁 denote the combining matrix (network coding
matrix), which is constructed from the network coding vectors
of the 𝑁 user nodes as follows

AT
𝑁 = [a1 ⋅ ⋅ ⋅ a𝑛 ⋅ ⋅ ⋅ a𝑁 ]. (25)

Let s𝑓 = A𝑁s, where s = [𝑠1, . . . , 𝑠𝑁 ]T ∈ 𝒜𝑁 . According
to the diversity criterion, A𝑁 should be designed to satisfy
the following property: the original signal constellation is
rotated and expanded such that there is no zero entry in the
vector s𝑓 for any s ∕= 0𝑁 . This is referred to as the signal
space diversity technique [27] [28]. According to the product
criterion, the minimum product distance of a set of signal
points should be maximized, which is also investigated in
[27], [28]. This diversity technique has been applied to MIMO
coding schemes such as [29], [30]. Note that the combining
matrices can be constructed based on Hadamard matrices
and Vandermonde matrices. However, the combing matrices
based on Vandermonde matrices result in larger minimum
product distance than those based on Hadamard matrices [30].
A combining matrix based on Vandermonde matrices with
parameters 𝜃1, 𝜃2, . . . , 𝜃𝑁 can be written as
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𝑃 (s𝑘 → c𝑘) ≤
𝑁∏
𝑛=1

[ 1

1 +
𝑃𝐼𝐼𝜎2

𝑛

4𝑁0𝜀𝑛
∣aT
𝑛Δs∣2

𝑁∏
𝑚=1,𝑚 ∕=𝑛

(1− 𝑝𝑚𝑛)

+

𝑁∑
𝑙=1,𝑙 ∕=𝑛

( 1

1 +
𝑃𝐼𝐼𝜎2

𝑛

4𝑁0𝜀𝑛
∣∑𝑁

𝑚=1,𝑚 ∕=𝑙 𝑎𝑚𝑛Δ𝑠𝑚∣2
𝑁∏

𝑖=1,𝑖∕=𝑙,𝑖∕=𝑛
(1− 𝑝𝑖𝑛)𝑝𝑙𝑛

)
+ ⋅ ⋅ ⋅+ 1

1 +
𝑃𝐼𝐼𝜎2

𝑛

4𝑁0𝜀𝑛
∣𝑎𝑛𝑛Δ𝑠𝑛∣2

𝑁∏
𝑚=1,𝑚 ∕=𝑛

𝑝𝑚𝑛

]
,

(21)

𝑃 (s𝑘 → c𝑘) ≤
𝑁∏
𝑛=1

[ 1

1 +
𝑃𝐼𝐼𝜎2

𝑛

4𝑁0𝜀𝑛
∣aT
𝑛Δs∣2

(1−
𝑁∑

𝑚=1,𝑚 ∕=𝑛
𝑝𝑚𝑛) +

𝑁∑
𝑙=1,𝑙 ∕=𝑛

1

1 +
𝑃𝐼𝐼𝜎2

𝑛

4𝑁0𝜀𝑛
∣∑𝑁

𝑚=1,𝑚 ∕=𝑙 𝑎𝑚𝑛Δ𝑠𝑚∣2
𝑝𝑙𝑛 + H.O.T.

]

≤
𝑁∏
𝑛=1

[ 1

1 +
𝑃𝐼𝐼𝜎2

𝑛

4𝑁0𝜀𝑛
∣aT
𝑛Δs∣2

(1−
𝑁∑

𝑚=1,𝑚 ∕=𝑛
𝑝𝑚𝑛) +

𝑁∑
𝑙=1,𝑙 ∕=𝑛

𝑝𝑙𝑛 + H.O.T.
]
,

(22)
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Fig. 4. The construction of DSTFNC for broadband cooperative communi-
cations.

AT
𝑁 (𝜃1, 𝜃2, . . . , 𝜃𝑁 ) =

1√
𝑁

⎡
⎢⎢⎢⎣

1 1 ⋅ ⋅ ⋅ 1
𝜃1 𝜃2 ⋅ ⋅ ⋅ 𝜃𝑁
...

...
. . .

...
𝜃𝑁−1
1 𝜃𝑁−1

2 ⋅ ⋅ ⋅ 𝜃𝑁−1
𝑁

⎤
⎥⎥⎥⎦ .
(26)

Some best known transform matrices AT
𝑁 based on Vander-

monde matrices are summarized in [30]. More constructions
and details of the transform matrices can be found in [27],
[28].

Based on the above description, the network coding vector
for 𝑈𝑛 is

a𝑛 =
1√
𝑁

[1 𝜃𝑛 ⋅ ⋅ ⋅ 𝜃𝑁−1
𝑛 ]T, (27)

where 𝜃𝑛 is determined by the number of nodes and the
construction method. This means each node can independently
generate its combining function according to the assigned
parameter 𝜃𝑛, 𝑛 ∈ [1, 𝑁 ]. With these network coding vectors,
the proposed DSTNC scheme can achieve full diversity, which
equals the number of user nodes, without the requirement of
synchronization or channel estimation.

IV. DESIGN OF DSTFNC FROM DSTNC

In this section we consider the differential transmission
for broadband multi-source cooperative communications. The

channels in the network shown in Fig. 2 are assumed fre-
quency selective fading. Assume that the numbers of mul-
tipaths between any pair of user nodes and between the
user nodes and 𝐷 are 𝐿1 and 𝐿2, respectively. The channel
frequency response from 𝑈𝑚 to 𝑈𝑛 is given by 𝐺𝑚𝑛(𝑞) =∑𝐿1−1

𝑙=0 𝑔𝑚𝑛(𝑙)𝑒
−𝑗 2𝜋𝑞𝜏𝑚𝑛(𝑙)

𝑇 , where 𝑞 ∈ [0, 𝑁𝑐−1], 𝑔𝑚𝑛(𝑙) and
𝜏𝑚𝑛(𝑙) are the complex amplitude and delay of the 𝑙th path,
respectively, and 𝑇 is the OFDM symbol period. The chan-
nel coefficients 𝑔𝑚𝑛(𝑙)’s are modeled as zero-mean complex
Gaussian variables with variances E∣𝑔𝑚𝑛(𝑙)∣2 = 𝜎2

𝑚𝑛,𝑙. 𝑔𝑚𝑛(𝑙)
for different 𝑚,𝑛 ∈ [1, 𝑁 ] and 𝑙 ∈ [0, 𝐿1 − 1] are assumed
independent, and the total power is

∑𝐿1−1
𝑙=0 𝜎2

𝑚𝑛,𝑙 = 𝜎2
𝑚𝑛.

The channel frequency response from 𝑈𝑚 to 𝐷 is given
by 𝐻𝑚(𝑞) =

∑𝐿2−1
𝑙=0 ℎ𝑚(𝑙)𝑒−𝑗

2𝜋𝑞𝜏𝑚(𝑙)
𝑇 , where ℎ𝑚(𝑙) and

𝜏𝑚(𝑙) are the complex amplitude and delay of the 𝑙th path,
respectively. The channel coefficients ℎ𝑚(𝑙)’s are modeled
as zero-mean complex Gaussian variables with variances
E∣ℎ𝑚(𝑙)∣2 = 𝜎𝑚,𝑙 and ℎ𝑚(𝑙) for different 𝑚 ∈ [1, 𝑁 ] and
𝑙 ∈ [0, 𝐿2 − 1] are assumed independent. The total power is
normalized such that

∑𝐿2−1
𝑙=0 𝜎2

𝑚,𝑙 = 𝜎2
𝑚. TDMA is still used

in Phase I and Phase II to overcome the imperfect synchro-
nization issue. Each user node employs an OFDM modulator
with 𝑁𝑐 subcarriers. Based on the proposed DSTNC scheme,
a differential encoding scheme in frequency domain within
each OFDM block is designed.

A. Distributed DSTFNC From DSTNC

The distributed DSTFNC scheme is motivated by the dif-
ferential space-frequency modulation scheme in [20]. Full
diversity space frequency codes for MIMO-OFDM systems
are obtained from space time codes via mapping in [31]. In
this subsection, we will generate the DSTFNC for broadband
multi-source cooperative communication systems by mapping
from the proposed DSTNC.

The two phases of a transmission is illustrated in Fig. 4,
which has a similar structure to Fig. 3. The OFDM block for
each user is divided into 𝑃 groups in which each transmitted
symbol is repeated Γ times, where 1 ≤ Γ ≤ 𝐿2 and 𝑃 =
⌊𝑁𝑐

Γ ⌋, i.e., the largest integer not greater than 𝑁𝑐

Γ . The integer
Γ is adjustable for different diversities. 𝑝 = 0 is the reference
group for the differential coding.

1) Differential Transmission in Phase I: The 𝑝th group in
the 𝑚th OFDM period received at 𝑈𝑛 in Phase I can be written
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as
y𝑝𝑚𝑛 =

√
𝑃𝐼1Γ ⊗ 𝑣𝑚(𝑝)G𝑝

𝑚𝑛 +w𝑝
𝑚𝑛, (28)

where y𝑝𝑚𝑛 = [𝑦𝑚𝑛(𝑘𝑝,1), ..., 𝑦𝑚𝑛(𝑘𝑝,Γ)]
T with 𝑦𝑚𝑛(𝑘𝑝,𝑙)

being the signal received from 𝑈𝑚 on the 𝑘𝑝,𝑙th sub-
carrier, and w𝑝

𝑚𝑛 = [𝑤𝑚𝑛(𝑘𝑝,1), ..., 𝑤𝑚𝑛(𝑘𝑝,Γ)]
T with

𝑤𝑚𝑛(𝑘𝑝,𝛾) being the zero-mean and 𝑁0-variance AWGN on
the 𝑘𝑝𝑙th subcarrier received from 𝑈𝑚 at 𝑈𝑛, and G𝑝

𝑚𝑛 =
[𝐺𝑚𝑛(𝑘𝑝,1), ..., 𝐺𝑚𝑛(𝑘𝑝,Γ)]

T. As in Section II. A, the trans-
mitted symbol is 𝑣𝑚(𝑝) = 𝑠𝑚(𝑝) 𝑣𝑚(𝑝−1)

∣𝑣𝑚(𝑝−1)∣ , where 𝑠𝑚(𝑝) is
the 𝑝th information symbol of 𝑈𝑚. Note that the processing
is the same as that for frequency flat fading except that the
differential modulation is performed over subcarriers.

After decoding in Phase I, 𝑈𝑛 obtains a set of estima-
tions Ŝ𝑛 = [ŝ1𝑛, ...., ŝ𝑚𝑛, ..., ŝ𝑁𝑛]

T from other users, where
ŝ𝑚𝑛 = [𝑠𝑚𝑛(0), 𝑠𝑚𝑛(1), ..., 𝑠𝑚𝑛(𝑃 − 1)]T is the estimated
signal vector from 𝑈𝑚. According to (3), the combined symbol
generated at 𝑈𝑛 for 𝑝 = 0, 1, ..𝑃 − 1 is

𝑢𝑛(𝑝) = 𝑓𝑛(ŝ𝑛(𝑝)) =

𝑁∑
𝑚=1

𝑎𝑚𝑛𝑠𝑚𝑛(𝑝) = aT
𝑛ŝ𝑛,𝑝, (29)

where ŝ𝑛,𝑝 = [𝑠1𝑛(𝑝), 𝑠2𝑛(𝑝), ..., 𝑠𝑁𝑛(𝑝)]
T and a𝑛 is the

coding vector designed in Section III.
2) Differential Transmission in Phase II: Because 𝐷 does

not have any kind of CSI, the users transmit their 𝑝th combined
symbols u𝑝 = [𝑢1(𝑝), 𝑢2(𝑝), ..., 𝑢𝑁 (𝑝)] differentially. Let X𝑝

denote the 𝑝th group of the DSTFNC, which can be formulated
as X𝑝 = 1Γ ⊗D𝑝

𝑥, (30)

where D𝑝
𝑥 = diag[𝑥1(𝑝), 𝑥2(𝑝), ..., 𝑥𝑁 (𝑝)] with 𝑥𝑛(𝑝) being

the transmitted symbol in the 𝑝th group of the OFDM symbol
from 𝑈𝑛. D𝑝

𝑥 is differentially encoded according to (4),
D𝑝
𝑥 = D𝑝

𝑢D
𝑝−1
𝑥 D̄𝑝−1

𝑥 , (31)

where D𝑝
𝑢 = diag[𝑢1(𝑝), 𝑢2(𝑝), ..., 𝑢𝑁 (𝑝)], D𝑝−1

𝑥 =
diag[𝑥1(𝑝 − 1), 𝑥2(𝑝 − 1), ..., 𝑥𝑁 (𝑝 − 1)], and D̄𝑝−1

𝑥 =
diag[ 1

∣𝑥1(𝑝−1)∣ ,
1

∣𝑥2(𝑝−1)∣ , ...,
1

∣𝑥𝑁 (𝑝−1)∣ ]. Obviously, D𝑝
𝑥 is the

DSTNC in Section II. The difference is that the DSTNC is
differentially encoded in time domain while the DSTFNC is
in frequency domain. Ignoring the zeros filled in Fig. 4(b)
when 𝑁𝑐 is not an integer multiple of 𝑁Γ, the DSTFNC can
be written as a concatenation of the 𝑃 groups

X = [XT
0 ,X

T
1, ...,X

T
𝑃−1]

T. (32)

Let D𝑋𝑝 = diag[𝑥1(𝑝), . . . , 𝑥𝑁 (𝑝), . . . , 𝑥1(𝑝), . . . , 𝑥𝑁 (𝑝)]
denote the diagonal version of X𝑝. Then the 𝑝th group of the
received signals at 𝐷 can be written as

y𝑝 =
√
𝑃𝐼𝐼D𝑋𝑝H

𝑝 +w𝑝, (33)

where H𝑝=[𝐻1(𝑘
(1)
𝑝,1), . . . ,𝐻𝑁(𝑘

(𝑁)
𝑝,1), . . . ,𝐻1(𝑘

(1)
𝑝,Γ), . . . ,𝐻𝑁(𝑘

(𝑁)
𝑝,Γ)]

T

is the 𝑝th group of channel vector with
𝑘
(𝑚)
𝑝,𝛾 ∈ [0, 𝑁𝑐 − 1] being the index of subcarrier

on which 𝑥𝑚(𝑝) is transmitted by 𝑈𝑚, y𝑝 =

[𝑦1(𝑘
(1)
𝑝,1), . . . , 𝑦𝑁 (𝑘

(𝑁)
𝑝,1 ), . . . , 𝑦1(𝑘

(1)
𝑝,Γ), . . . , 𝑦𝑁 (𝑘

(𝑁)
𝑝,Γ )]T

is the 𝑝th group of the received signal vector
with 𝑦𝑚(𝑘

(𝑚)
𝑝,𝛾 ) being the signal received from

𝑈𝑚 on the 𝑘
(𝑚)
𝑝,𝛾 th subcarrier, and w𝑝 =

[𝑤1(𝑘
(1)
𝑝,1), . . . , 𝑤𝑁 (𝑘

(𝑁)
𝑝,1 ), . . . , 𝑤1(𝑘

(1)
𝑝,Γ), . . . , 𝑤𝑁 (𝑘

(𝑁)
𝑝,Γ )]T

with 𝑤𝑚(𝑘
(𝑚)
𝑝,𝛾 ) being the zero-mean AWGN with variance 𝑁0

received by 𝐷 on the 𝑘(𝑚)
𝑝,𝛾 th subcarrier during the 𝑚th OFDM

period in Phase II. It can be seen from (30)-(32) that the
signals are differentially encoded over groups of subcarriers.
Define Δℎ,𝑝 = H𝑝 − H𝑝−1 as the channel difference
between H𝑝 and H𝑝−1. Since y𝑝 =

√
𝑃𝐼𝐼D𝑋𝑝H

𝑝 +w𝑝 and
D𝑋𝑝 = IΓ ⊗ (D𝑝

𝑢D̄
𝑝−1
𝑥 )D𝑋𝑝−1 , we have

y𝑝 = IΓ ⊗ (D𝑝
𝑢D̄

𝑝−1
𝑥 )y𝑝−1 +

√
𝑃𝐼𝐼D𝑋𝑝Δℎ,𝑝 + w̃𝑝 (34)

where w̃𝑝 = w𝑝−IΓ⊗(D𝑝
𝑢D̄

𝑝−1
𝑥 )w𝑝−1. The equivalent noise

w̃𝑝 is zero-mean and the variance is

Σ′
𝑤 = E[w̃𝑝(w̃𝑝)H]

= IΓ ⊗ [I𝑁 + (D̄𝑝−1
𝑥 )2D𝑝

𝑢(D
𝑝
𝑢)

H]𝑁0 = Λ′
𝑤𝑁0.

(35)

It is obvious that Λ′
𝑤 = IΓ⊗Λ𝑤, where Λ𝑤 is defined in (7).

B. Decoding and Channel Permutation

1) Decoding at 𝐷 in Phase II: We consider differential
decoding over two adjacent received groups y𝑝 and y𝑝−1 for
any 𝑝 = 1, 2, ...𝑃 − 1, where 𝑝 = 0 is the reference group.
Let s𝑝 = [𝑠1(𝑝), 𝑠2(𝑝), ..., 𝑠𝑁 (𝑝)]T denote the 𝑝th information
symbols from the 𝑁 user nodes and S = diag[sT

𝑝, ..., s
T
𝑝]. If

H𝑝 ≈ H𝑝−1, or ∥ Δℎ,𝑝 ∥𝐹 is small enough such that
√
𝑃𝐼𝐼 ∥

Δℎ,𝑝 ∥𝐹 is much less than ∥ w̃𝑝 ∥𝐹 [20], then a near ML
decoding can be performed as (36) on the top of this page.
When N and/or constellation size is large, sphere decoder [21]
[22] can be used to reduce the decoding complexity.

2) Channel Permutation at Each User Node in Phase II:
When the delay spread is small with respect to the OFDM
period, the channel frequency response changes slowly over
two adjacent subcarriers. In this case, the subcarrier indices
𝑘
(𝑚)
𝑝,𝛾 and 𝑘(𝑚)

𝑝−1,𝛾 for 𝑈𝑚, 𝑚 ∈ [1, 𝑁 ], can be chosen as the two
adjacent subcarriers of H𝑚 = [𝐻𝑚(0), 𝐻𝑚(1), ..., 𝐻𝑚(𝑁𝑐 −
1)]. When the delay spread is large with respect to the OFDM
period, the channel frequency response changes rapidly. In this
case, when the statistical channel PDP (not exact CSI) from
𝑈𝑛 to 𝐷 is known at 𝑈𝑛, we can permute the subcarriers to
get smooth logical channels so that the differential decoding
can be performed successfully. Because the permutation op-
timization by maximizing the SER or bit error rate (BER) is
intractable, we consider an permutation approach of maximiz-
ing the average SNR as in [20].

Define the average SNR as

SNR𝑎𝑣 =

∑𝑃−1
𝑝=1

(
E∥IΓ ⊗ (D𝑝

𝑢D̄
𝑝−1
𝑥 )y𝑝−1∥2F

)
∑𝑃−1

𝑝=1

(
E∥√𝑃𝐼𝐼D𝑋𝑝 .Δℎ,𝑝 + w̃𝑝∥2F

) . (37)

We try to minimize
∑𝑃−1

𝑝=1

(
E∥√𝑃𝐼𝐼D𝑋𝑝Δℎ,𝑝 + w̃𝑝∥2F

)
to

maximize SNR𝑎𝑣. Because the noise, the signals, and the
channels are independent with each other, we can simplify the
minimization problem as (38) on the top of this page, where
Φ𝑛 =

∑𝑃−1
𝑝=1

(
E∣𝑥𝑛(𝑝)∣2E

∑Γ
𝛾=1 ∣𝐻𝑛(𝑘

(𝑛)
𝑝,𝛾 )−𝐻𝑛(𝑘

(𝑛)
𝑝−1,𝛾)∣2

)
.

E∣𝑥𝑛(𝑝)∣2 is a constant related to the signal constellation, so
we will omit it in the following. It can be seen from (38) that
the minimization problem can be solved by minimizing Φ𝑛
independently at each user node. Therefore, the permutation
approach for a certain user node 𝑈𝑛 is considered and the
other nodes can permute their subcarriers in the same way.
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s̃𝑝 = arg min
s𝑝∈𝒜𝑁

{[y𝑝 − IΓ ⊗ (SAD̄𝑝−1
𝑥 )y𝑝−1]H(Σ′

𝑤)
−1[y𝑝 − IΓ ⊗ (SAD̄𝑝−1

𝑥 )y𝑝−1]}. (36)

min

𝑃−1∑
𝑝=1

(
E∥

√
𝑃𝐼𝐼D𝑋𝑝Δℎ,𝑝∥2F

)
= min

𝑃−1∑
𝑝=1

(
𝑃𝐼𝐼

𝑁∑
𝑛=1

(E∣𝑥𝑛(𝑝)∣2E
Γ∑
𝛾=1

∣𝐻𝑛(𝑘
(𝑛)
𝑝,𝛾 )−𝐻𝑛(𝑘

(𝑛)
𝑝−1,𝛾)∣2)

)

= min𝑃𝐼𝐼

𝑁∑
𝑛=1

Φ𝑛,

(38)

Φ𝑛 = E
𝑃−1∑
𝑝=1

Γ∑
𝛾=1

∣
𝐿2−1∑
𝑙=0

ℎ𝑛(𝑙)𝑒
−𝑗 2𝜋𝑘

(𝑛)
𝑝,𝛾𝜏𝑛(𝑙)

𝑇 −
𝐿2−1∑
𝑙=0

ℎ𝑛(𝑙)𝑒
−𝑗 2𝜋𝑘

(𝑛)
𝑝−1,𝛾

𝜏𝑛(𝑙)

𝑇 ∣2

=

𝑃−1∑
𝑝=1

Γ∑
𝛾=1

𝐿2−1∑
𝑙=0

4𝜎2
𝑛,𝑙 sin

2[
𝜏𝑛(𝑙)(𝑘

(𝑛)
𝑝,𝛾 − 𝑘

(𝑛)
𝑝−1,𝛾)

𝑇
].

(39)

For 𝑈𝑛, Φ𝑛 can be written as (39), which is on the top
of this page. Let 𝑑(𝑖, 𝑗) =

∑𝐿2−1
𝑙=0 4𝜎2

𝑛,𝑙 sin
2[ 𝜏𝑛(𝑙)(𝑖−𝑗)𝑇 ]. Then

Φ𝑛 becomes

Φ𝑛 =

𝑃−1∑
𝑝=1

Γ∑
𝛾=1

𝑑(𝑘(𝑛)𝑝,𝛾 , 𝑘
(𝑛)
𝑝−1,𝛾). (40)

The minimization of Φ𝑛 in (40) is the shortest-path problem
[32] and can be solved by using the idea of Dijkstra’s
algorithm [20], [32] as follows.

∙ Let 𝑉0 = {1, 2, ..., 𝑃Γ}. Randomly choose Γ elements
{𝑘0,1, ..., 𝑘0,Γ} from 𝑉0 to form a set 𝐸0, and let the rest
elements be 𝑉1 = 𝑉0 − 𝐸0.

∙ For p=1:P-1
1) Choose Γ elements {𝑘𝑝,1, ..., 𝑘𝑝,Γ} from 𝑉𝑝 to form

a set 𝐸𝑝 whose elements are nearest to the set 𝐸𝑝−1,
i.e., to minimize

∑Γ
𝛾=1 𝑑(𝑘𝑝,𝛾 , 𝑘𝑝−1,𝛾).

2) Denote the set of the rest elements as 𝑉𝑝+1 = 𝑉𝑝−
𝐸𝑝.

By independently minimizing Φ𝑛, 𝑛 ∈ [1, 𝑁 ], each user can
get a smooth logical channel.

3) Decoding and Channel Permutation in Phase I: As
for the signal detection in Phase I, differential decoding is
performed. Define Δ𝑔,𝑝 = G𝑝

𝑚𝑛 − G𝑝−1
𝑚𝑛 as the channel

difference between G𝑝
𝑚𝑛 and G𝑝−1

𝑚𝑛 . Assuming that G𝑝
𝑚𝑛 ≈

G𝑝−1
𝑚𝑛 , or ∥Δ𝑔,𝑝∥F is small enough, a near ML detection for

𝑠𝑚(𝑝), 𝑝 ∈ [0, 𝑃 − 1], can be written as

𝑠𝑚𝑛(𝑝) = arg min
𝑠𝑚∈𝒜

Γ∑
𝛾=1

∣𝑦𝑝𝑚𝑛(𝑘𝑝,𝛾)− 𝑠𝑚𝑦𝑚𝑛,𝑝−1(𝑘𝑝−1,𝛾)∣2
𝜉′𝑚𝑁0

,

(41)
where 𝜉′𝑚 = 1 + E∣𝑠𝑚(𝑝)∣2

∣𝑣𝑚(𝑝−1)∣2 . To decode successfully for
different delay spreads, the sets of the subcarriers can be
permutated through the same way described above.

V. SIMULATION RESULTS

In this section, we present simulation results of the DSTNC
and the STFNC for narrow-band and broadband wireless
multi-source cooperative communications, respectively. Var-
ious numbers of user nodes are used with 𝑁= 2, 3, and
4. The corresponding network coding vectors are generated
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N=2, unknown detection states
N=3, unknown detection states
N=4, unknown detection states
N=2, known detection states
N=3, known detection states
N=4, known detection states
no cooperation
N=2, QPSK

Fig. 5. BER performance of DSTNC for different number of user nodes
with 𝑑𝑢 = 𝑑/3.

according to (27). For 𝑁 = 2, 𝜃𝑛 = 𝑒𝑗
4𝑛−3

4 𝜋 with 𝑛 = 1, 2,
for 𝑁 = 3, 𝜃𝑛 = 𝑒𝑗(

1
9+

2(𝑛−1)
3 )𝜋 with 𝑛 = 1, 2, 3, and for

𝑁 = 4, 𝜃𝑛 = 𝑒𝑗
4𝑛−3

8 𝜋 with 𝑛 = 1, 2, 3, 4. In the simulations,
the user nodes have the same distance from 𝐷, denoted by
𝑑, and the channel variance between the user nodes to 𝐷
is assumed to be 1. The inter-user distances are the same
and denoted by 𝑑𝑢 with 𝑑𝑢 < 𝑑. The path loss exponent
is 𝜈 = 3. The total transmit power of each user for one
transmission is 𝑃𝑡 = 𝑃𝐼 + 𝑃𝐼𝐼 , and 𝑃𝐼 = 𝛼𝑃𝑡. In this work,
we do not derive the optimal value for 𝛼 because solving the
optimization problem requires CSI of all the links known at
each user node or a central controller. Such an optimization
problem is out of the scope of this paper. However, the
influence of 𝛼 on the performance of the proposed schemes
is given in the simulations. For the narrow-band cooperative
communications, the channel coefficients follow the Jakes’
model [33] with Doppler frequency 𝑓𝐷 and normalized fading
parameter 𝑓𝐷𝑇𝑠, where 𝑇𝑠 is the sampling period which equals
the symbol period. Unless specified otherwise, 𝑓𝑑𝑇𝑠 = 0.0025
is used throughout the simulation.
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Fig. 6. BER performance of DSTNC for different distance between the user
nodes with 𝑁 = 2.
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Fig. 7. The influence of different 𝛼 on BER performance of DSTNC with
𝑁 = 2.

Fig. 5 shows the BER performance versus SNR 𝑃𝑡/𝑁0

of the DSTNC scheme with 𝑁 = 2, 3, 4 user nodes. In
the simulation, 𝛼 = 0.1, 𝑑𝑢 = 𝑑/3 and BPSK is adopted.
From the dashed and solid curves, we can see that the BER
performances for a certain number of user nodes are the
same no matter the detection states of the user nodes are
known at 𝐷 or not. From the curves, we verify that the
full diversity order, which is equal to the number of user
nodes 𝑁 , is achieved by the proposed DSTNC scheme. The
single node scenario without cooperation is also considered for
a comparison. The user node without cooperation transmits
the same symbol with the same power 𝑃𝑡. It can be seen
clearly from Fig. 5 that the BER performance of single node
without cooperation is improved by user cooperation, and
the improvement becomes more significant as the number of
cooperation nodes increases, due to the increase in diversity
order. When SNR is low, the cooperative transmissions show
no performance advantage. This is because the user nodes
do not relay most of the received symbols due to the high
BER. To compare with the same transmit bit rate, we also
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Fig. 8. BER performance of DSTNC for different Doppler frequency with
𝑁 = 4.

give the BER curve for 𝑁 = 2 users with QPSK. We can
see that the BER performance with QPSK is worse than that
with BPSK due to the smaller coding advantage of QPSK. But
the cooperative transmission with QPSK outperforms the non-
cooperative transmission when SNR is high enough because
of higher diversity order. For BER of practical interest, which
is usually better than 10−3, cooperative transmission is better
than non-cooperative transmission with the same transmission
rate.

Fig. 6 depicts the BER performances for different inter-
user distances with 𝑁 = 2 and 𝛼 = 0.1. It can be seen
from Fig. 6 that, as the inter-user distance 𝑑𝑢 decreases,
the BER performance becomes better. When the inter-user
distance is one third of the distance between the user nodes
and the destination, the performance of the proposed scheme
with BPSK modulation is almost the same as that of the
error-free relaying case. This performance is similar to that
of a MISO system with 𝑁 transmit antennas. Compared
to the error-free relaying case, the performance degradation
increases as 𝑑𝑢 comes close to 𝑑. These observations match
the analysis in Section III. From Theorem 1 we can see
that the PEP is influenced by the inter-user distance through
𝜎2
𝑙𝑛 ∝ 𝑑−𝛼𝑙𝑛 . Therefore, when the nodes are closer to each other,

the channel variance becomes larger and better performance
can be achieved. In many practical situations with adjacent
cooperative nodes, the proposed DSTNC scheme can obtain
a performance similar to the MISO system while overcoming
some practical issues in cooperative communications. In the
differential detection of (9) and (11), the signal terms in 𝜀𝑚
and 𝜉𝑚 are replaced by their mean values 1. To show the
effect of this substitution, the BER performance of the ideal
case which is error-free relaying and uses exact values of the
symbols in detection is also plotted in Fig. 6. From the solid
curve and the curve with circles we can see that, compared
to the ideal case, the BER performance with mean value is
slightly worse.

Fig. 7 shows the influence of 𝛼 on the BER performance
of the proposed DSTNC scheme. In the simulation, 𝑁 = 2
users. BPSK is used for the proposed DSTNC scheme. First
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TABLE I
NOKIA ROOFTOP CHANNEL 10-RAY POWER DELAY PROFILE
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Fig. 9. BER performance of DSTFNC for different Doppler frequency with
𝑁 = 2.

we can see that different value of 𝛼 does not affect the slope
of the performance curve but only shifts it. In order words, the
diversity order is invariant with 𝛼 while the coding advantage
depends on it, as discussed in Section III.A. Since the total
power 𝑃𝑡 is fixed, larger 𝛼 can get better BER performance
at the user nodes, but degrade the relaying performance in
Phase II. Smaller 𝛼 means lager transmit power for Phase II,
but the BER in Phase I becomes higher, which may influence
the overall performance.

Fig. 8 presents the BER performance of the DSTNC scheme
for different Doppler frequencies. Assume that 𝑁 = 4,
𝑑𝑢 = 𝑑/3, 𝛼 = 0.1 and BPSK modulation is used. Because
the differential scheme requires the channels do not change
significantly during a period of two adjacent symbols, the
performance degrades as the Doppler frequency increases,
associated with decreasing channel coherence time. We can
see from Fig. 8 that the performance degradation is quite
small when 𝑓𝑑𝑇𝑠 increases to 0.01, but error floors appear
when 𝑓𝑑𝑇𝑠 ≥ 0.025. Although the performance of DSTNC
degrades when the channel changes rapidly, it still can work
in some situations where coherent detection is impractical. For
example, considering a vehicle transmitting at a symbol rate
of 30 kHz and a frequency of 1.9 GHz. When 𝑓𝑑𝑇𝑠 = 0.025,
the vehicle moves at about 426km/h, which is approaching the
required speed for trains in third-generation European cellular
standards [23], and the coherence time is on the order of
20 symbols. If five training symbols were used per antenna
pair [23], a cooperative communication system with 𝑁 = 4
users would require about 20 training symbols for the channel
estimations, which is a 100% overhead.

The BER performances of the DSTFNC scheme for broad-
band cooperative communications are given in Fig. 9 and
Fig. 10. The DSTFNC is mapped from the DSTNC used in
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τ=1 us, Γ=2

τ=1 us, Γ=1

τ=20 us, Γ=1, with channel permutation

τ=20 us, Γ=1, without channel permutation

Fig. 10. BER performance of DSTFNC with different achievable diversity
for different Γ and channel permutation, 𝑁 = 2.

the previous simulations. There are 𝑁 = 2 user nodes in the
cooperative system and 𝛼 = 0.1.

The influence of Doppler effects is investigated in Fig. 9.
In this simulation, non-line of sight (NLOS) Nokia rooftop
wideband channel model in a suburban environment [34] is
used. Table I shows a 10-tap delay line model to model
its average power-delay profile. Each OFDM modulator has
𝑁𝑐 = 64 subcarriers with the total bandwidth of 20MHz and
works in 5𝐺𝐻𝑧 band. The OFDM symbol duration is 3.2𝜇𝑠
and the length of cyclic prefix is 0.8𝜇𝑠. Different Doppler
effects caused by different speeds are considered in Fig. 9. For
walking speed 𝑣 = 1.67𝑘𝑚/ℎ (6𝑚/𝑠), the Doppler frequency
offset 𝑓𝑑 is so small that the channel can be regarded as
unchanged in one OFDM block. As speed increases, Doppler
effect becomes more severe. However, as can be seen from
Fig. 9, the BER performances of the DSTFNC scheme with
𝑣 = 104.6𝑘𝑚/ℎ and 180𝑘𝑚/ℎ are similar to that with
𝑣 = 1.67𝑘𝑚/ℎ. That means the proposed differential scheme
can work in some high mobility scenarios.

In Fig. 10, we consider a two-ray equal power delay profile
with a delay of 𝜏𝜇𝑠 between the two rays to show the effects of
diversity and channel permutation. Each OFDM modulator has
𝑁𝑐 = 128 subcarriers with the total bandwidth of 1MHz. The
corresponding OFDM block interval is 𝑇 = 128𝜇𝑠 without
the cyclic prefix. In this simulation, the fading channels are
assumed to be constant within each OFDM block and changes
independently from one OFDM block to another. 𝜏 = 1𝜇𝑠
and 20𝜇𝑠 are considered. Since the separation of 𝜏 = 1𝜇𝑠 is
very small compared with 𝑇 = 128𝜇𝑠, the channel frequency
responses change smoothly over different subcarriers, and the
differential encoding is performed over adjacent subcarriers.
We can see that the DSTFNC scheme performs successfully
in this case. The effect of different Γ is investigated in
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𝑃 (s𝑘 → c𝑘) ≤
𝑁∏

𝑛=1

[ 4𝜀𝑛
(1− 𝛼)𝜎2

𝑛∣aT
𝑛Δs∣2

( 𝑃𝑡

𝑁0

)−1

−
𝑁∑

𝑚=1,𝑚∕=𝑛

𝐶𝑀𝜉𝑚
𝛼𝜎2

𝑚𝑛

4𝜀𝑛
(1− 𝛼)𝜎2

𝑛∣aT
𝑛Δs∣2

( 𝑃𝑡

𝑁0

)−2

+

𝑁∑
𝑙=1,𝑙 ∕=𝑛

𝐶𝑀 𝜉𝑙
𝛼𝜎2

𝑙𝑛

( 𝑃𝑡

𝑁0

)−1

+H.O.T.
]
. (43)

𝑃 (s𝑘 → c𝑘) ≤
𝑁∏
𝑛=1

[( 𝑃𝑡
𝑁0

)−1 1

∣aT
𝑛Δs∣2

( 4𝜀𝑛
(1− 𝛼)𝜎2

𝑛

+
𝑁∑

𝑙=1,𝑙 ∕=𝑛

𝐶𝑀𝜉𝑙∣aT
𝑛Δs∣2

𝛼𝜎2
𝑙𝑛

)]
. (44)

Fig. 10. To compare with the same bit rate, QPSK is used
for Γ = 2 and BPSK is used for Γ = 1. It is obvious
that the BER performance with Γ = 2 is much better than
that with Γ = 1 because higher diversity is achieved when
Γ = 2, which exploits both spatial and frequency diversity.
In case of 𝜏 = 20𝜇𝑠, the channel frequency responses change
severely. Therefore, as shown in Fig. 10, the DSTFNC scheme
which differentially encoded over adjacent subcarriers fails
to work. However, by utilizing the knowledge of statistical
channel PDP, each user node can permutate the channel and
obtain a smooth logical channel to guarantee the successful
differential decoding. As shown by the curves with crosses
and stars in Fig. 10, when Γ = 1, by channel permutation, the
BER performance of 𝜏 = 20𝜇𝑠 is almost the same as that of
𝜏 = 1𝜇𝑠.

VI. CONCLUSION

In this paper, we consider the practical challenges in tim-
ing and frequency synchronization and channel estimation
for multi-source cooperative communications and propose
new cooperative differential transmission schemes for narrow-
band and broadband systems, called distributed DSTNC and
DSTFNC, respectively, to overcome such issues. Compared
with the traditional multi-source cooperative communication
using TDMA, the proposed DSTNC can achieve full diver-
sity with a significant reduction in transmission delay. The
proposed schemes utilize linear network coding to combine
the information and reduce the required time slot. The PEP
performance of DSTNC is analyzed, and design criteria of
the network coding vectors are derived. The performance with
small channel coherence time is also studied to investigate the
feasibility of DSTNC. The distributed DSTFNC is designed
through mapping from DSTNC. The differential encoding is
performed in frequency domain within each OFDM block.
Despite the Doppler effects caused by mobility, the DSTFNC
can still be decoded in high mobility scenarios. When the sta-
tistical channel PDP is known at the corresponding user node,
the performance of the DSTFNC is improved by independent
channel permutation at each user node. Simulation results are
shown to validate our analysis.

APPENDIX

This appendix presents the proof of Theorem 1.
The SER for M-QAM modulation can be expressed as [35]

𝑝𝑚𝑛 = 𝐹2

(
1 +

𝑏𝑞𝛾𝑚𝑛

sin2 𝜃

)
, where 𝑏𝑞 =

𝑏𝑄𝐴𝑀

2 = 3
2(𝑀−1) and

𝛾𝑚𝑛 is the average received SNR at 𝑈𝑛 for the symbols from
𝑈𝑚. 𝛾𝑚𝑛 can be given as 𝛾𝑚𝑛 =

𝜎2
𝑚𝑛𝑃𝐼

𝜉𝑚𝑁0
where 𝜉𝑚 has been

defined in Section II. B. The function 𝐹2(𝑥(𝜃)) is given as
[35]

𝐹2(𝑥(𝜃)) =
4𝐾

𝜋

∫ 𝜋
2

0

1

𝑥(𝜃)
𝑑𝜃 − 4𝐾2

𝜋

∫ 𝜋
4

0

1

𝑥(𝜃)
𝑑𝜃

with 𝐾 = 1− 1√
𝑀

. Let 𝐶𝑀 equal the following constant

𝐶𝑀 =
4𝐾

𝜋𝑏𝑞

∫ 𝜋
2

0

sin2 𝜃𝑑𝜃 − 4𝐾2

𝜋𝑏𝑞

∫ 𝜋
4

0

sin2 𝜃𝑑𝜃.

When SNR is high, 1 +
𝑏𝑞𝛾𝑚𝑛

sin2 𝜃
≈ 𝑏𝑞𝛾𝑚𝑛

sin2 𝜃
and 𝑝𝑚𝑛 can be

approximated as
𝑝𝑚𝑛 = 𝐶𝑀𝛾−1

𝑚𝑛. (42)

Let 𝛼 = 𝑃𝐼

𝑃𝑡
. Substituting (42) into (22) and ignoring the 1

in the denominator for high SNR, we can get (43) on the top of

the this page. For high SNR, the term of
(
𝑃𝑡

𝑁0

)−2

and H.O.T
can be ignored. Then (43) becomes (44), which is shown on
the top of the this page.

Because aT
𝑛a𝑛 = 1, the maximum value of ∣aT

𝑛Δs∣ is√
𝑁𝑑𝑚𝑎𝑥, where 𝑑𝑚𝑎𝑥 denotes the maximum Euclidean dis-

tance of 𝒜. For example, if 𝒜 is a 4-QAM constellation, the
maximum can be achieved when Δ𝑠𝑚 =

√
2(1 + 𝑗), and

𝑎𝑚𝑛 = 1√
𝑁
𝑒−𝑗

𝜋
4 ,𝑚 ∈ [1, 𝑁 ]. Therefore, (44) can be upper

bounded by

𝑃 (s𝑘→c𝑘)<

𝑁∏
𝑛=1

[( 𝑃𝑡
𝑁0

)−1 1

∣aT
𝑛Δs∣2
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𝑛

+
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𝐶𝑀𝜉𝑙𝑁𝑑2𝑚𝑎𝑥
𝜎2
𝑙𝑛

)]
.

(45)
The upper bound in Theorem 1 is obtained.
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