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Abstract—Wireless detection of respiration rates is crucial for
many applications. Most of the state-of-the-art solutions estimate
breathing rates with the prior knowledge of crowd numbers as
well as assuming the distinct breathing rates of different users,
which is neither natural nor realistic. However, few of them can
leverage the estimated breathing rates to recognize human sub-
jects (also known as identity matching). In this article, using the
channel state information (CSI) of a single pair of commercial
WiFi devices, a novel system is proposed to continuously track
the breathing rates of multiple persons without such impractical
assumptions. The proposed solution includes an adaptive sub-
carrier combination method that boosts the signal-to-noise ratio
(SNR) of breathing signals, and iterative dynamic programming
and a trace concatenating algorithm that continuously tracks the
breathing rates of multiple users. By leveraging both the spec-
trum and time diversity of the CSI, our system can correctly
extract the breathing rate traces even if some of them merge
together for a short time period. Furthermore, by utilizing the
breathing traces obtained, our system can do people counting and
recognition simultaneously. Extensive experiments are conducted
in two environments (an on-campus lab and a car). The results
show that 86% of average accuracy can be achieved for people
counting up to four people for both cases. For 97.9% out of all
the testing cases, the absolute error of crowd number estimates
is within 1. The system achieves an average accuracy of 85.78%
for people recognition in a smart home case.

Index Terms—Crowd counting, identity matching, multipeople
breathing estimation, people recognition, wireless sensing.

I. INTRODUCTION

HUMAN-CENTRIC sensing via wireless radio frequency
(RF) has attracted an increasing interest for a range

of Internet-of-Things (IoT) applications [1], [2]. Demands of
accurate and passive awareness of the environment surge for
many applications [3], [4]. For instance, a smart home can
adjust the light and ventilation system based on the occu-
pancy level to improve energy efficiency [5], [6]. People
recognition in smart homes enables user authentication for
home security and privacy protection [7]–[11]. Besides under-
standing the environment, monitoring the status of the human
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in the environment also has received great attention, and
respiration/breathing rate serving as a significant vital sign has
been an important topic for RF sensing.

Comparing with conventional methods that use dedi-
cated sensors to monitor breathing rates, RF sensing pro-
vides contact-free solutions. The RF-based solutions can
be classified into two categories, i.e., radar-based methods
and WiFi-based methods. For radar-based methods, previous
works have shown the potential of using millimeter wave
(mmWave) [12], [13] or ultrawideband (UWB) [14], [15] to
monitor respiration rate as well as the heart rate. Although
these systems can achieve high accuracy, dedicated devices
hinder their deployment. WiFi-based methods, on the con-
trary, can be easily deployed and have been studied in the past
decade [16]–[21]. Received signal strength (RSS) measured
by a WiFi device has been used in [16] to measure the chest
movement during breathing. However, the accuracy of respi-
ration rate estimation degrades when the test subjects do not
hold the device. Fine-grained channel state information (CSI)
is more sensitive to the environment changes, which has been
utilized to capture minute movements caused by respiration
in [17]–[21]. However, due to the omnidirectional propagation
and narrow bandwidth of commonly used 2.4/5-GHz WiFi,
the received signal can be reflected from multiple humans in
an indoor space. This makes it difficult to extract the vital
signs of multiple humans from the reflected signal. Most of
the previous works assume that there is only one person in the
observation area [17] or assume the respiration rates of differ-
ent people are distinct and the number of people is known in
advance [18]–[21].

In this article, we propose a solution to continuously track
the human respiration rate without any prior knowledge of the
crowd number or assuming that the breathing rates of differ-
ent users are distinct. Different from the previous works, we
are particularly interested in matching the breathing rates esti-
mated in different time instances to different users, i.e., which
breathing rate corresponds to which person. By utilizing the
estimated breathing rate traces, our system can achieve people
counting as well as recognition at the same time. Achieving
identity matching based on multiperson breathing rates for
both purposes, however, entails several unique challenges.

First, the subtle changes caused by human breathing could
be easily undermined by measurement noises in WiFi CSI.
The situation becomes even worse in multiperson scenarios.
To overcome the problem, we leverage the diversity residing in
subcarriers (SCs) and multiple links (antenna pairs) to reduce
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noises while boosting the breathing signals. We show that,
by properly combining different SCs and links, the breathing
signals can be considerably better enhanced than what could
be achieved by any individual or the average of them.

Second, a person’s breathing rate varies over time making
it nontrivial to associate the successive breathing rate esti-
mates to the corresponding persons. Considering that one’s
breathing rate will not fluctuate within a short time period, we
build a Markov chain model for the natural breathing signals
and further employ an iterative dynamic programming (IDP)
algorithm to continuously track multiple breathing traces (i.e.,
sequences of breathing rates of different users).

Third, the number of users may not be fixed for an area
of interest, since users might come and go. In order to out-
put real-time estimates of the occupancy level, we propose a
trace concatenating algorithm to maintain the traces of exist-
ing users, which concatenates the latest estimates with the
presented traces to determine existing users, newly arriving
users, and leaving users.

Finally, although the human respiration rate varies in a small
range, the breathing pattern of different individuals is distinct.
Based on this observation, we build a database of breathing
traces and apply hypothesis testing to do human recognition
for the smart home scenario.

We prototype our system using a pair of commodity off-
the-shelf (COTS) WiFi devices and conduct experiments in
two typical targeted environments (i.e., a lab office and a car),
where 12 users are involved in the evaluation. The average
accuracy of people counting up to four people is more than
86% for both environments. For 97.9% out of all the test-
ing cases, the absolute error of crowd number estimates is
within 1. Note that our system achieves similar performance
for both environments, demonstrating the independence on
environment, which outperforms the training-based method.
Finally, we investigate the performance of people recognition
using breathing traces for a 4-people family. The system can
achieve 85.78% accuracy. We believe the proposed approach
makes an important step toward smart home applications in
terms of breathing rate estimation, passive people counting,
and human recognition.

The main contributions of this article are as follows.
1) We devise a pipeline of novel techniques to estimate the

breathing traces of multiple users, including an SC com-
bination method to enhance multiple breathing signals,
an IDP and trace concatenating algorithms to continu-
ously track successive breathing rates of multiple users
using the CSI of COTS WiFi devices.

2) We propose a nonintrusive training-free method to esti-
mate the crowd number using the extracted breath-
ing traces. Furthermore, a hypothesis-testing model is
proposed to leverage the breathing traces to do human
recognition.

3) We prototype and evaluate the proposed system on
COTS WiFi devices. The results in indoor spaces and
in a car demonstrate promising performance.

The remainder of this article is organized as follows. We
review the related works in Section II. We overview the system
in Section III, followed by multiperson breathing spectrum

generation in Section IV and breathing rates tracking in
Section V. The cases of people counting and recognition are
studied in Section VI and the performance is evaluated in
Section VII. This article is concluded in Section VIII.

II. RELATED WORKS

The design of our system is closely related to the following
categories of research.

RF-Based Breathing Detection: Respiration is an impor-
tant vital indicator of health status and medical diagnosis.
Conventional methods require a user to wear dedicated sen-
sors, which are intrusive and costly [22]. RF-based monitoring
solutions can estimate breathing rates contactlessly since chest
motions can be captured by RF signals. mmWave [13] and
UWB [14] radars can be used to estimate breathing as well
as the heart rate. Although these systems can achieve high
accuracy, dedicated systems hinder their wide deployment in
practice. Some works have shown the viability of detecting
breathing using commodity wireless devices [16]–[21]. Fine-
grained CSI is utilized to capture minute movements caused by
respiration [18]–[21]. However, most of these works assume
that the number of people in the observation area is known in
advance and do not address the occupancy level. The most rel-
evant work [21] shows the potential of crowd counting by uti-
lizing the affinity propagation on the estimated breathing rates,
however, the accuracy of people counting is not analyzed.

Unlike [19] and [23], in this article, we do not assume the
prior knowledge of the number of people and also can handle
the case when the number of people changes.

Wireless-Based Passive People Counting: The occupancy
level plays an important role in many modern applications.
For example, a smart building can understand its utilization
and perform adaptive crowd control based on the occupancy
level. Previous works on wireless nonintrusive human detec-
tion [24]–[27] can determine whether the observation area is
empty or not, but cannot determine the exact number of peo-
ple in the target area. Since human activities can influence
the reflection path of wireless signals, RF signals can be fur-
ther utilized to determine the occupancy level. Compared with
the device-based approaches [28]–[31], passive (or device-
free) estimation algorithms do not require people’s active
participation and are easier to be deployed. Some device-
free approaches have been proposed recently based on WiFi
devices. The training-based method is used in [32]–[35] for
people counting. However, most of them need a labor-intensive
training phase and the prediction model is highly dependent on
the environment. A few other works focus on the training-free
method. For example, a renewal-type process model is built
in [6] to estimate the occupancy level corresponding to the dip
events of the received signals. The relationship between the
number of moving people and the variation of CSI is studied
in [36]. However, all of these works are based on the assump-
tion that all human subjects would keep moving all the time,
which is impractical, especially for the indoor scenario.

Different from previous works, we are particularly interested
in estimating the occupancy level in quasistatic scenarios, such
as attendees in a meeting or staffs in an office. Detecting and
counting static users, however, is nontrivial.
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RF-Based Human Recognition: User identification has
become a vital issue due to the increasing concerns about
privacy. Traditional authentication systems, such as RFID-
based systems [37] or video-based systems [38] require
dedicated devices, which is not convenient for daily use
in smart homes. With the ubiquity of WiFi infrastruc-
ture, the WiFi-based authentication system has been studied.
Leveraging gait information (i.e., natural walking style) as
unique human biometrics, indoor human identification systems
were built [8]–[11]. However, the aforementioned systems
require users to walk along the predefined paths, which is labor
intensive. The existence of human radio biometrics has been
shown in [39] and a system using the time-reversal technique
has been built. However, their performance would degrade sig-
nificantly due to environmental changes. In this article, we
consider using the breathing rate traces to do human recogni-
tion based on a hypothesis-testing model. The proposed human
recognition system, which is a byproduct of the respiration rate
tracking system, has been proved to work well for a smart
home scenario.

III. SYSTEM OVERVIEW

The computational pipeline underlying the proposed system
is shown in Fig. 1. Different from many previous works aim-
ing at estimating independent breathing rates at certain time
instances, this article focuses on utilizing the frequency- as
well as time-domain information to do identity matching. The
core idea is to estimate the breathing rate sequences along the
time (also known as breathing rate traces) of different individ-
uals. Furthermore, utilizing the estimated breathing traces, we
can estimate the occupancy level as well as predict the user
identity in the observation area. This idea immediately leads
to three stages of the proposed system: 1) multiuser breath-
ing spectrum generation; 2) breathing rate trace tracking; and
3) people counting and recognition.

In the first stage, the proposed system first performs a
short-term Fourier transform (STFT) on CSI measurements to
extract the periodic breathing signals. As long as the breathing
rates of different individuals are different, multiple frequency
components would be observed in the frequency response. The
extracted breathing signals are typically fairly weak on a sin-
gle SC, which are further boosted by a novel adaptive SC
combining method. Stage 1 finally outputs a spectrogram of
the estimated breathing rates over time.

In Stage 2, the goal is to track the breathing rate traces
(i.e., breathing sources) from the spectragram obtained from
Stage 1. However, there is a significant gap between breath-
ing rates to breathing rate traces because of two reasons. First,
different individuals may have the same breathing rates that
overlap with each other. Second, one’s breathing rate varies
over time. To address the challenges, a Markov chain model
is introduced to handle dynamics in natural breathing. We
propose a successive cancellation scheme that resolves each
individual’s breathing trace one by one by a novel algorithm
of IDP. Thereafter, we concatenate the identified traces of
breathing rates in adjacent time windows to further identify
the arriving and leaving time of human subjects.

Fig. 1. Processing flow of the system.

In Stage 3, we leverage the estimated breathing rate traces
given by Stage 2 to do people counting and recognition. By
further utilizing the time-domain information and removing
outliers of the estimated breathing rate traces by a novel quasi-
bilateral filter, the system gives an estimate of the crowd
number. Then by hypothesis testing, we can do people identity
recognition according to the extracted breathing rate traces.

IV. MULTIUSER BREATHING SPECTRUM GENERATION

A. CSI Model With Breathing Impact

The CSI depicts how radio signals propagate from a trans-
mitter (Tx) to a receiver (Rx). In the presence of human beings,
one or more paths of signal propagation will be altered due to
human motion. Given a pair of Tx and Rx with multiple omni-
directional antennas, the CSI of link m at time t and frequency
fk is modeled as

h(m)(t, fk) =
L∑

l=1

al(t)exp

(
−j2π fk

dl(t)

c

)
+ n(t, fk) (1)

where k ∈ V is the SC index with center frequency fk in
the set of usable SCs V . L is the total number of multipath
components (MPCs), while al(t) and dl(t) denote the complex
gain and propagation length of MPC l. n(t, fk) is the additive
white noise, and c is the speed of light.

In the presence of breathing, (1) can be rewritten as

h(m)(t, fk) =
∑

i∈I

∑

l∈�di (t)

al(t) exp

(
−j2π fk

dl(t)

c

)

+
∑

l∈�s

al exp

(
−j2π f

dl

c

)
+ n(t, fk) (2)

where I denotes the set of human subjects. �di denotes the
MPCs scattered by human being i, resulting in time-variant
complex gain and delay, �s denotes the MPCs that are not
affected by people’s breathing, whose complex gain and delay
keep time invariant. The gain of MPCs in �di could be
modeled as [40]

al(t) = al ×
(

1+ �dl

dl
sinθsin

(
2π t

Tbi

+ φ

))−�

(3)

where al and dl are gain and path length in a static environ-
ment, �dl is the difference of propagation length caused by
chest movement, θ is the angle between human scatter and the
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Fig. 2. PSD of different links. Ground truth: three people sitting in car with the breathing rate [10 14 15] bpm (marked with dashed lines).

EM wave, and φ is the initial phase. � is the path-loss expo-
nent. Since the chest movement is much smaller than the path
length, i.e., �dl � dl, the amplitude of MPC in both �s and
�di can be assumed to be time invariant, e.g., al(t) ≈ al, and
the set of MPCs are assumed to be the same, i.e., �di(t) ≈ �di .

B. Boosting SNR of Breathing Signals

It is noted that for each MPC subset �di , the delay is peri-
odic due to the periodic chest movement, i.e., dl(t + Tbi) =
dl(t) ∀l ∈ �di . Hence, we would be able to see multiple
frequency components of the measured CSI in the frequency
domain, each corresponding to a distinct breathing signal.

The breathing signals can be extracted by applying STFT to
the CSI measurement. In specific, we first apply a sliding win-
dow of length W to the captured CSI time series of each SC
in every link, and then obtain the frequency spectrum by per-
forming fast Fourier transform (FFT) over each time window.
We then employ a band-pass filter on the spectrum to con-
sider only the normal range of human breathing frequencies
[bmin, bmax]. The FFT is performed on every SC to obtain the
individual spectrum for all the NTx × NRx × Nsc SCs, where
NTx, NRx, and Nsc are the number of Tx antennas, Rx antennas,
and usable SCs on each Tx–Rx link, respectively.

As shown in Fig. 2, each breathing signal from one per-
son contributes to one evident peak in the obtained power
spectrum density (PSD). Note that different SCs experience
diverse sensitivity levels to the identical breathing motion.
Previous approaches attempt to select a set of best SCs based
on variance, amplitude, or ensemble average of CSI among all
SCs to improve the signal-to-noise ratio (SNR). However, the
following observations show the flaws of these approaches.

1) The response power of different SCs to the same
breathing source is different (see columns in Fig. 2).

2) For the same SC, the response power to different
breathing sources is different (see rows in Fig. 2).

3) The response power of different links is distinct (differ-
ent figures in Fig. 2).

Therefore, there is no single SC that is universally sensitive
to all breathing sources. Using the same subset of SCs for
different frequency components may not produce equally good
SNR for all breathing signals. Furthermore, using a universal
threshold for all links may lose information from links with
low-response power.

Inspired by these observations, we first propose a novel
adaptive SC combining criteria to boost the SNR of breathing
signal of each link. For link m, the selected SCs for a given
frequency component q satisfy the condition that

E(m)
k (q) ≥ α max

q∈Q,i∈V

{
E(m)(q, i)

}
∀k ∈ V (4)

where Q is the set of frequency components in the range of
[bmin, bmax]. E(m)

k (q) denotes the power of the kth SC over
link m at frequency component q and maxq∈Q,i∈V {E(m)(q, i)}
denotes the maximum power of link m over all frequency com-
ponents and SCs. α is a hyperparameter which determines
a relative threshold th(m) = α maxq∈Q,i∈V {E(m)(q, i)} for SC
selection. Note that th(m) is adaptive to individual link quality,
as inspired by the third observation above. Thus, the enhanced
power of frequency component q in link m is

E(m)(q)←
∑

k∈V
E(m)

k (q)1
(

E(m)
k (q) ≥ th(m)

)
. (5)

To further incorporate diverse link quality, we normalize the
power for each link and then combine them together to further
improve the SNR

E(m)(q)← E(m)(q)∑
i∈Q E(m)(i)

∀q ∈ Q (6)

E(q)←
M∑

m=1

E(m)(q) ∀q ∈ Q (7)

where E(q) is the power of frequency component q after link
combination and M = NTx×NRx is the total number of links.
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Fig. 3. Normalized PSD of different links after SC combination.

Fig. 3 shows the effect of SC combination for several
exemplary links. As seen, the proposed SC selection and com-
bination scheme (shown in blue curves) remarkably improve
the SNR for the frequency components of interests, outper-
forming the simple average scheme (shown in red curves).
Fig. 4 further depicts the PSD after the combination of all
nine links, which demonstrates that noise and interference have
been effectively suppressed. The ground truth of breathing
rates are marked with the black dashed lines. As a compari-
son, a simple average of all SCs suffers from less dominant
peaks for the desired breathing signals and false peaks.

V. BREATHING RATE TRACE TRACKING

A. From Breathing Rates to Breathing Rate Traces

Previous works estimate the number of people by the num-
ber of candidate breathing rates [21]. However, they have
several limitations. First, the breathing rate estimation may
not be accurate enough for a single time instance. Second,
different users may have close breathing rates that are indistin-
guishable from the frequency spectrum, resulting in potential
underestimation. Third, the number of people could vary over
time as people may come and go. The accompanying motion
will also corrupt the breathing signals.

To map the breathing rates to individuals and thus further
estimate the accurate crowd number, we utilize the diversity
in the time series of the breathing rate estimates for reliable
estimation. We first model the dynamic breathing rates as a
Markov process. Noting that the breathing signals are periodic
where breathing frequency can smoothly change over time, the
variation of breathing rate between two adjacent time bins is
assumed to follow a normal distribution N (0, σ 2), with the
probability density function (PDF) p(f ). Since the operation
of STFT automatically discretizes the continuous frequency
in the range of [bmin, bmax] into |Q| frequency components,

Fig. 4. PSD after link combination.

where |Q| means the cardinality of set Q, the natural breath can
be modeled as a Markov chain, and the transition probability
matrix is denoted as P ∈ R

|Q| × R
|Q|, which is defined as

P
(
q, q′

) = P
(
g(i) = q′|g(i− 1) = q

)

=
∫ (

q′−q+ 1
2

)
∗�f

(
q′−q− 1

2

)
∗�f

p(f )df (8)

where ∀q, q′ ∈ Q and g is a mapping indicating the frequency
component of the breathing rate at given time slots.

To estimate the breathing rate trace in a given time slot t,
our system leverages the spectrum in [t−W, t], where W is the
window length. An output is produced every Ws seconds, and
the spectrum is updated at the same time. Thus, to estimate
the breathing traces at time t, a spectrum S ∈ R

I+ × R
|Q|
+ is

leveraged, where I = (W/Ws).
In principle, the breathing signal is more periodic than noise

and other motion interference. Thus, it is more likely to be
observed as peaks in most of the time, and thus the breathing
signal will form a trace in the given spectrum along the time
with the frequency changing slightly, as shown in Fig. 5. In the
following, we first extract the traces of successive breathing
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Fig. 5. Spectrogram after link combination.

rates in the given window, and then concatenate them over
time.

B. Extracting Breathing Rate Traces

1) Theoretical Model: For a given spectrum S, a reasonable
estimate of the breathing trace can be obtained by

g∗ = arg max
g

E(g) (9)

where g indicates the breathing trace, denoted as

g = (g(n), n)I
n=1. (10)

Here, g : [1, I] −→ Q is a mapping indicating the frequency
component of the trace at the given time. E(g) is the power
of a trace, defined as

E(g) =
I∑

i=i

S(i, g(i)) (11)

where S(i, j) denotes the power at time bin i and frequency
component j.

Considering that one’s breathing rate will not fluctuate a lot
within a short period, a regularization term is added to penalize
sudden changes in frequencies of interests. A breathing trace is
then a series of the breathing rate estimates that achieve a good
balance between frequency power and temporal smoothness.
The smoothness of a trace can be evaluated by a cost function
C(g), defined as

C(g) � − log P(g(1))−
I∑

i=2

log P(g(i− 1), g(i)) (12)

where the frequency transition probability P(g(i−1), g(i)) can
be calculated by (8). Without loss of generality, we assume a
uniform prior distribution, i.e., P(g(1)) = (1/|Q|). The cost
function C(g) is the negative of the log likelihood for a given
trace. The smoother a trace is, the larger its probability is, and
the smaller the cost it incurs.

The most probable breathing trace can be found by solving

g∗ = arg max
g

E(g)− λC(g) (13)

where λ is a regularization factor. Here, we denote E(g) −
λC(g) as the regularized energy of trace g. By properly choos-
ing the hyperparameter λ, the system can ensure that the
regularized energy of a true breathing trace is positive, while
when the observation area is empty, the regularized energy for
any trace candidate in the given spectrum is negative.

2) Iterative Dynamic Programming: The problem in (13)
can be solved by dynamic programming. However, dynamic
programming typically can only find the trace with the
maximum regularized energy and cannot deal with multiple
breathing traces. We propose a successive cancellation scheme
to find multiple traces one by one via a novel method of IDP.

The principle idea of the IDP is intuitive. For a given spec-
trum S, the most probable breathing trace is first found by
dynamic programming. To further determine if there are any
other breathing traces, the identified trace will be erased from
the spectrum, and then a new round of dynamic programming
is performed to find another candidate trace. This successive
cancellation procedure will be run iteratively until there is no
more effective traces in the spectrum.

For clarity, (i, q) denotes the bin index with timestamp i
and frequency component q. We want to find the best trace of
frequency peaks from timestamp i to j, which is denoted as
gi � gj. Define the regularized energy of trace gi � gj that
ends at point (j, n) as s(gi � (j, n)). Our approach is to search
all possible traces gi � (j, n) that end at frequency point n
and select the best one among them. This can be achieved
by finding the optimal traces for all the bins along with the
adjacent timestamps. For simplicity, we denote the regularized
energy at each bin as its score given by

s(i, q) = S(i, q)+ max
∀q′∈Q

{
s
(
i− 1, q′

)+ λ log P
(
q′, q

)}

i = 2, 3, . . . , I ∀ q, q′ ∈ Q (14)

where s(1, q) = S(1, q) + λ log P(g(1) = q). The score of a
given bin is the maximum achievable regularized energy that
it can obtain. In other words, it determines the optimal paths
that pass through bin (i, q).

The entire optimal breathing trace can be found by back-
tracking the bins that contribute to the maximum score g∗(I)
of the last timestamp. For the rest of the breathing trace in the
observation window, i.e., ∀ i = I − 1, I − 2, . . . , 1, we have

g∗(i) = arg max
∀q∈Q

s(i, q)+ λ log P
(
q, g∗(i+ 1)

)
. (15)

The backtracking procedure in (15) gives the optimal trace g∗
for a given spectrum, which is the optimal solution for (13).

To further check if there are any other candidate breathing
signals in the given spectrum, the trace g∗ should be removed.
For the ideal case, we only need to remove the bins along g∗.
However, since the number of FFT points are limited, the
energy of the breathing signal is diffused around the center of
breathing trace, which forms an energy strip in the given spec-
trum as shown in Fig. 5. Thus, if we only remove the energy
along the optimal trace g∗ and consecutively execute dynamic
programming in (14) and (15), we will get a group of traces
inside one energy strip. Therefore, IDP applies a windowing
module on the optimal trace g∗ to emulate the diffusing effect
of FFT to get an energy strip. The updated spectrum after we
erase the optimal energy strip is

S(i)← S(i)− S
(
i, g∗(i)

) ∗ w ∀i = 1, 2, . . . , I (16)

where S(i) denotes the energy of spectrum at timestamp i,
and w is the frequency response of the windowing module.
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(a) (b) (c)

Fig. 6. Successive cancellation procedure of IDP. (a) First trace found by IDP. (b) Spectrogram after erasing the energy stripe of first trace. (c) Spectrogram
after erasing all energy stripes found by IDP.

Operator ∗ denotes convolution operation, which can emulate
the energy stripe caused by the diffusing effect of FFT.

We recursively perform the above-dynamic programming
and spectrum cancelation to find multiple traces. The algo-
rithm terminates when the score of the found trace is negative,
indicating an empty spectrum without any effective traces.

The procedure of IDP is summarized in Algorithm 1. Fig. 6
illustrates the details of this finding-then-erasing procedure. In
Fig. 6(a), the trace found by DP is marked by the line, and the
energy stripe of this trace is removed as shown in Fig. 6(b).
The spectrogram, when IDP terminates, is shown in Fig. 6(c),
and lines in the figure indicate the breathing traces. It is clear
to see that although there is still some residual energy not
perfectly removed, IDP terminates properly since there are
no traces satisfying the constraint of nonnegative regularized
energy.

3) Detecting Empty Case: Ideally, when there is no per-
son present in the monitoring area, no breathing trace would
be picked up since the spectrum would be random due to
the normal distribution of the thermal noise. In reality, how-
ever, false traces could be detected since some noise might be
boosted in the empty case. To avoid this effect, we employ
motion detection to determine empty cases. If no motion (not
even chest movement) is detected, the system will directly
claim empty; otherwise, the above steps are performed to
find a potential breathing rate trace. Here the motion detec-
tor needs to be sensitive and robust enough to detect breathing
motion. In this article, we employ the state-of-the-art approach
proposed in [41] for this purpose, which achieves almost zero
false alarm.

C. Trace Concatenating

IDP provides the breathing rate traces for each time window.
In practice, a continuous monitoring system, however, would
operate for a much longer time than a time window, posing
extra information gains to enhance the trace extraction. In this
part, we propose a novel trace concatenating algorithm to con-
catenate trace segments belonging to the same breathing signal
in different time windows, which not only improves the trace
segments but also enables detection of the start and end time
of each trace (or equivalently, the entering and leaving time
of a specific user).

For clarity, we store all presented traces in a database. The
jth trace found previously is denoted as gpre

j (tst : tend), where

Algorithm 1 IDP
1: Calculate regularized energy map s(i, j) by (14)
2: Initialize trace number t ← 0, frequency response of

rectangular window w
3: while max

q
s(I, q) > 0 do

4: t← t + 1
5: gt(I)← arg max

q
g(I, q)

6: i← I − 1
7: while i �= 0 do
8: g∗t (i)← arg max

q
s(i, q)+ λ P(q, g∗t (i+ 1))

9: i← i− 1
10: end while
11: update spectrum S(i) = S(i) − S(i, g∗(i)) ∗ w,∀i =

1, 2, . . . , I
12: Calculate regularized energy map s(i, j) by (14)
13: end while

j = 1, . . . , J, and tst and tend denote the start and end time
of the trace. The kth traces found in the current time window
[t − W, t] is denoted as gk(t − W : t), where k = 1, . . . , K.
Furthermore, the similarity between two traces is defined as
the ratio between the overlapped time in the window and the
window length, which is expressed as

f
(

gpre
j , gk

)
=
|1

(
gpre

j (tst : tend) = gk(t −W : t)
)
|

I − 1
(17)

where f (gpre
j , gk) ∈ [0, 1]. A similarity matrix F ∈ R

J×RK can
be calculated according to (17) to show the similarity between
all the traces in the current window and those in the database.
In order to find the previous part for gk(t−W : t), we only need
to find the maximum item of f(k), which is the kth column
of F. The row index of the maximum similarity indicates the
index of the previous trace if the maximum similarity is above
a predefined threshold.

If there exists a previous trace with a high enough similarity,
it means that the corresponding breathing rate trace has been
detected before. Then, the endpoint of the corresponding trace
should be updated. We let the endpoint be the current time and
update the corresponding frequency component accordingly. In
case a new user arrives, there will be no existing traces that
have a similarity larger than the threshold and thus a new trace
is created with the corresponding timestamps and frequency
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(a) (b) (c) (d)

Fig. 7. Traces found by IDP in four adjacent time windows.

Fig. 8. Trace concatenating result of windows in Fig. 7.

components. Similarly, no trace in the current window being
similar to the past traces corresponds to a user that has left,
and thus the trace would be terminated. The procedure of trace
concatenating is summarized in Algorithm 2.

Figs. 7 and 8 show the effect of the trace concatenating
algorithm. Four adjacent time windows are shown in Fig. 7,
and traces found by IDP are marked by lines. We can see that
although the breathing trace in the middle of the spectrogram
is not detected in the second and third window (due to body
motion as well as the breathing rate change of the subject),
since the trace found in the fourth window still achieves high
similarity with the trace found in the first window, it still can
be concatenated as shown in Fig. 8.

VI. PEOPLE COUNTING AND RECOGNITION

A. People Counting

IDP and trace concatenation provides the estimation of
breathing rate traces, and the trace number would be the esti-
mate of the occupancy level. Although the IDP and trace
concatenating have considered the stability of human breath
in the observation area, the estimation result may still suffer
from large noise and have some false alarms or underestima-
tions for a real-time output as shown in Fig. 7(b) and (c).
To eliminate/mitigate these outliers for a real-time system,
we design a quasi-bilateral filter to explore the information
contained in the previous estimations. Similar to the bilateral
filter [42], the designed filter considers the distance in time
and estimation domain simultaneously, but we make some
improvements according to our system. First, for a real-time
system, the filter can only use the past and current estimation
result. Furthermore, since IDP and trace concatenation lever-
age time as well as frequency information to get continuous
breathing rate traces, the preliminary estimations are consis-
tent in a short period. Thus, if we directly use a bilateral filter,

Fig. 9. Example and illustration of quasi-bilateral filter.

only the first incorrect output will be rectified. Given these
two constraints, we develop a segment-based filter, where each
segment is a consistent preliminary estimation sequence.

Specifically, the output is determined by the current esti-
mation and the previous segments. We denote the weight of
segment s as Wseg(s) expressed as

Wseg(s) = w(ls) ∗ w(τs) ∗ w(ds) (18)

where ls is the length of segment s, and τs is the time difference
between segment s and current timestamp. ds is the estimation
difference between current estimation and segment s as shown
in Fig. 9. Intuitively, the longer the segment is, the greater
weight will be assigned. In contrary, the larger the distance is,
no matter in time or the estimate of the crowd number, the
smaller the influence of this segment imposing on the current
result. For clarity, the set of segments with i estimated people
is denoted as Si, and the current estimated number as j. The
weight that the currently estimated people is i after quasi-
bilateral filter can be calculated by

p(i)← 1

N

⎛

⎝
∑

s∈Si

ls
τs

⎞

⎠e−ds (19)

where N is the total number of segments, the estimation
difference is ds = |i− j|, and Wseg(s) in (18) is designed as

Wseg(s)← ls
τs

e−ds . (20)

The eventual result after filtering is j′, given by

j′ = arg max
i

p(i). (21)
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Algorithm 2 Trace Concatenating
1: Input: Trace num. J and trace matrix TR in the database,

trace num. K and trace matrix tr in the current window,
start and end timestamp of current window tst, tend

2: Initialization: Indicate vector flag← ones(1, K)

3: if J == 0 then
4: TR← tr
5: J← K
6: flag← zeros(1, K)

7: else
8: for j = 1 : J do
9: f = |1(TR(j)=tr)|

I−1
10: f ← max f, k← arg max f
11: if f < th or sum(flag) == 0 then
12: Continue
13: else
14: Update the end point and the location of trace:
15: TR(j).end← tend, TR(j).Loc(tr(k, :), tend)

16: flag(k)← 0
17: end if
18: end for
19: end if
20: if sum(flag) > 0 then
21: index = find(flag == 1)

22: TR← [TR, tr(index)]
23: J← J + sum(flag)

24: end if

Fig. 9 shows the estimation results before and after
quasi-bilateral filtering. Clearly, the novel quasi-bilateral
filter can remove the estimation outliers effectively, and
thus improve the performance of the people counting
system.

B. Human Recognition in Smart Homes

In this part, we apply our respiration tracking result to an
interesting smart home application, where we want to recog-
nize human identity in the observation area. Based on our
observations, although at some time instances, the breathing
rate of different people can be the same, for a specific person,
his or her breathing rate tends to locate in a certain range,
which is a quite unique feature for human/user recognition.
In other words, the breathing distribution of different people
tends to be different. Motivated by this observation, we uti-
lize hypothesis testing to do human recognition leveraging the
breathing traces we obtained.

The PDF of each person is assumed to follow a Gaussian
distribution, i.e., pk(θ) ∼ N (μk, σk), where k indicates the
label of the testing subject. To obtain the breathing rate dis-
tribution of different people, we first get the rough PDF
estimation from the histogram in the training data set. This
histogram will be fitted into a Gaussian model to get PDF for
each testing subject. Fig. 10 shows exemplary breathing PDFs
for four subjects. Based on the PDF distribution, for a certain
observation of breathing trace g, the log likelihood of the trace

Fig. 10. Estimated PDF of four testing subjects.

Fig. 11. Experiment setup. (a) LAB. (b) Car.

belonging to subject k can be calculated by

L(k) =
N∑

n=1

log(pk(g(n))) (22)

where N is the number of time instances of a given trace. The
predicted label should be the one that achieves the maximum
likelihood, i.e.,

K = arg max
k

L(k). (23)

VII. EXPERIMENTS AND EVALUATION

In this section, we conduct extensive experiments to eval-
uate the performance of the proposed approach. Specifically,
we first introduce the experimental setup and then the results
corresponding to two different scenarios. The discussion on
the impact of distinct modules is proposed in Section V.

A. Device and Methodology

We conduct experiments using a pair of commodity WiFi
devices, one as Tx and the other as Rx. The channel is set
to 5.765 GHz with a bandwidth of 40 MHz. Both Tx and
Rx are equipped with three omnidirectional antennas. Each
link between a Tx antenna and an Rx antenna has a total of
114 SCs. Considering for practical long-term monitoring, we
use a very low sampling rate of 10 Hz.

All the data in our experiments are collected in an on-
campus lab and a car over two months with 12 participants.
Fig. 11(a) shows the layout of the LAB in which two devices
(Tx and Rx) are put on two different sides of a round desk,
and the distance between the Tx and Rx is 3.5 m. Participants
are invited to sit in chairs as if they were attending a meeting.
During the experiments, the participants randomly choose their
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(a) (b) (c)

Fig. 12. Confusion matrix of people counting in LAB. (a) Proposed system. (b) TR-BREATH system. (c) Without quasi-bilateral filter.

(a) (b) (c)

Fig. 13. Confusion matrix of people counting in car. (a) Proposed system. (b) TR-BREATH system. (c) Without quasi-bilateral filter.

seats and slight movements are allowed. To further verify that
the proposed system is independent of the environment, we
also conduct experiments in a car, which is an extreme case
for indoor scenario, where there is limited space as well as
strong reflection. For the car scenario, the Tx and Rx are put
at the front door on the driver and passenger side, respectively,
as shown in Fig. 11(b).

B. Overall Performance

Fig. 12(a) shows the confusion matrix of our method in the
LAB, and the overall accuracy is 87.14%, with the accuracy
defined as

Acc = # of predicted label equals true label

total # of samples
. (24)

The counting error is within one person for 98.6% of the
testing cases. Additionally, the proposed system can perfectly
detect whether the monitoring area is occupied or not. The
accuracy, however, decreases with more people present. This
is as expected since the more people there are, the more
likely their breathing traces may merge together and the more
likely occasional motion may happen, both leading to count-
ing errors. Fig. 13(a) shows that our testing result in the car
can achieve a comparable performance with that in the LAB,
which demonstrates the independence of our system on the
environment.

To further evaluate our system, we compare it with the
most relevant TR-BREATH [21] which also estimates multi-
person breathing rates using commercial WiFi. TR-BREATH
employs root-MUSIC for breathing rate estimation and uses
the affinity propagation algorithm to estimate crowd number.
In order to make a fair comparison, the quasi-bilateral filter is

Fig. 14. Confusion matrix of people recognition.

used to filter out the outliers of original TR-BREATH estima-
tions. The estimation accuracy of TR-BREATH [21] in LAB
and car are shown in Figs. 12(b) and 13(b), respectively. As
seen, TR-BREATH shows a comparable performance in the
car testing scenarios. The performance in the LAB environ-
ments is much worse, with an overall accuracy of 70.68%.
The proposed approach improves the overall performance by
16.46% and 3.32% for LAB and car testing scenario, respec-
tively, attributed to its three core techniques: 1) adaptive SC
combination; 2) IDP; and 3) trace concatenation.

Fig. 14 shows the confusion matrix of people recognition,
where the PDFs of each individual are shown in Fig. 10. We
can see that when the subject has a distinct breathing rate,
it corresponds to a high recognition rate (i.e., subject 1 and
subject 2). But for the case that the two subjects have very
similar breathing rate ranges, it is hard to distinguish from
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(a)

(b)

Fig. 15. TP comparison of different algorithms.

each other (i.e., subject 3 and subject 4), and this is also the
reason for underestimations in the people counting system.

C. Performance Gain of Individual Modules

In this section, we discuss how each independent module
improves the performance of our system. Apart from the con-
fusion matrix and accuracy, here we additionally adopt the true
positive (TP) rate, which is calculated as

TPi = # of samples that predicted label is i

total # of samples that true label is i
. (25)

1) Impact of SNR Boosting Algorithm: Here, we compare
the proposed SNR boosting algorithm with the commonly
used one, i.e., selecting the SCs whose maximum energy is
above a certain threshold (hereafter, it is called fixed thresh-
old algorithm). For a fair comparison, we choose the 30% of
the maximum link energy as the threshold for both methods.
Furthermore, the energy of each link is normalized before link
combination, thus the parameters used in the later process for
both methods are also the same. Fig. 15 compares the TP of
the two SC selection algorithms. It can be easily seen that our
proposed algorithm shows better performance. This is bene-
fited from our observation that SC has different sensitivity on
distinct breathing signals, i.e., for each SC, we only choose the
part that is most likely to be a signal, thus compressing noise
and interference well. Fig. 16 also shows the superiority of
our method in the accuracy aspect. Besides, the fixed thresh-
old algorithm degrades significantly when there are more than
three people because they cannot effectively suppress noise
and interference.

2) Impact of the IDP Estimation Algorithm: In this experi-
ment, we show the benefits of the proposed IDP. We compare
the performance with a local estimation algorithm that esti-
mates the number of people based on the spectrum at the
current timestamp only.

For a fair comparison, the quasi-bilateral filter is also
applied to the local estimation algorithm. The comparisons
of TP and accuracy for the two algorithms are portrayed in

Fig. 16. Accuracy of different algorithms.

Figs. 15 and 16, respectively. The results show that IDP con-
siderably improves the performance for both data sets, which
demonstrates the gains contributed by leveraging time diversity
in counting.

3) Impact of the Quasi-Bilateral Filter: In this experi-
ment, we show the effect of the designed quasi-bilateral
filter on the performance of the people counting system.
Figs. 12(c) and 13(c) show the confusion matrix of the peo-
ple counting system without filtering on data sets collected
in LAB and car, respectively. By comparing the result with
Figs. 12(a) and 13(a), we can see that the quasi-bilateral filter
can improve the performance in most cases, especially when
the number of people is larger than 3 in the observation area.
The reason is that when the number of subjects increases, more
motion interference will be introduced. Furthermore, it is more
likely that different breathing traces will merge. Even though
we utilize the time domain as well as frequency diversity by
IDP, estimation error still can occur. The quasi-bilateral filter is
a post-processing method that will further utilize the diversity
in the time domain and thus correct the estimate outliers.

D. Discussion

1) Resolution: To further investigate the impact of spa-
tial separation as well as respiration rate difference of human
subjects, we perform experiments with three participants sit-
ting with different spatial separations, as shown in Fig. 17.
Considering the volume of a human subject, the minimum
distance is set as 70 cm. The distance between Tx and Rx
is 3.2 m. To ensure a constant breathing rate separation dur-
ing the experiments, each of the subjects performs controlled
breathing according to a metronome. The breathing rate sep-
arations of [0.5, 1, 1.5, 2] BPM are evaluated, respectively.
Table I shows the performance of our system, where the
4-tuple (∗; ∗; ∗; ∗) denotes the detection accuracy and the
relative breathing rate accuracy with the three users at loca-
tion a, b, and c, respectively. We can see that the breathing
rate separation has a significant impact on the performance,
while the impact of the spatial separation is negligible. The
detection rate raises more than 30% when the breathing rate
separation increases from 0.5 to 1 BPM. The system achieves
100% detection rate once the breathing rate separation is above
1.5 BPM. Besides, as long as the breathing rate trace has been
detected, our system can accurately estimate the breathing rate,
and the breathing estimation accuracy is above 94.7% for all
of the test cases.

2) Motion: Random body motion is one of the most chal-
lenging problems for wireless vital sign monitoring. To combat
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TABLE I
ACCURACY WITH DIFFERENT FREQUENCY AND SPATIAL SEPARATION

(a)

(b1)

(b2)

(b3)

(c1)

(c2)

(c3)

Fig. 17. Experiment setup for resolution investigation.

the impact of slight motion [e.g., typing a keyboard or slight
limb motion as shown in Fig. 11(a)], we propose an adap-
tive SC selection algorithm as well as IDP to extract the
breathing rate trace. However, it is hard to accurately extract
the breathing signal when continuous large motion such as
walking is present due to the inherent limitation of wireless
sensing. As long as there is no continuous large motion, which
is usually the case for most wireless monitoring applications,
the proposed system can correctly pick up the breathing rate
traces.

There are indeed dedicated systems [6] designed to detect
the dip events of RSS of WiFi systems when humans are walk-
ing and estimate the crowd number. Gait information can also
be extracted from WiFi systems to do human recognition [11].
However, those systems are specifically designed for the case
when the subjects need to keep walking. Our system can per-
form crowd counting and recognition when the subjects are
static.

Recall the experiments performed in a car to verify that
the proposed system is independent of the environment, dur-
ing which the car engine is on but the car is not moving.
The proposed respiration tracking method performs well with
the slight vibration introduced by the engine, however, it may
not work well in a moving car since the vibration from a
running car is large enough to overwhelm the minute vital
signals. However, once the car is static, e.g., waiting before
the traffic light, the proposed system can track the respira-
tion rate traces for crowd counting and human recognition.
Handling car vibration during driving is a great common chal-
lenge faced by various sensing techniques not only RF-based
but also vision-based approaches. We keep this as a future
direction to explore.

VIII. CONCLUSION

This article presents a breathing rate trace tracking system
to achieve people counting as well as recognition using com-
mercial WiFi. The proposed system enables static crowd
counting and human recognition by multiperson breathing
rate trace tracking with three key components: 1) an adaptive
SC combination method that boosts breathing signals; 2) an
IDP algorithm to extract the successive breathing traces from
different individuals; and 3) a trace concatenating algorithm that
splices consecutive breathing trace segments. The experimental
results show a respective average accuracy of 87.14% and
86.58% for an indoor office and car environments for people
counting. Additionally, the counting error is within one person
for 97.9% of the time. The average accuracy of people
recognition is 85.78% for 4-people smart home scenario.
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