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Abstract— A signal’s compression history is of particular
forensic significance because it contains important information
about the origin and authenticity of a signal. Because of this,
antiforensic techniques have been developed that allow a forger
to conceal manipulation fingerprints. However, when antiforensic
techniques are applied to multimedia content, distortion may
be introduced, or the data size may be increased. Furthermore,
when compressing an antiforensically modified forgery, a tradeoff
between the rate and distortion is introduced into the system. As a
result, a forger must balance three factors, such as how much
the fingerprints can be forensically concealed, the data rate, and
the distortion, are interrelated to form a 3D tradeoff. In this
paper, we characterize this tradeoff by defining concealability
and using it to measure the effectiveness of an antiforensic
attack. Then, to demonstrate this tradeoff in a realistic scenario,
we examine the concealability-rate-distortion tradeoff in double
JPEG compression antiforensics. To evaluate this tradeoff, we
propose flexible antiforensic dither as an attack in which the
forger can vary the strength of antiforensics. To reduce the time
and computational complexity associated with decoding a JPEG
file, applying antiforensics, and recompressing, we propose an
antiforensic transcoder to efficiently complete these tasks in one
step. Through simulation, two surprising results are revealed.
One is that if a forger uses a lower quality factor in the
second compression, applying antiforensics can both increase
concealability and decrease the data rate. The other is that for
any pairing of concealability and distortion values, achieved using
a higher secondary quality factor, can also be achieved using a
lower secondary quality factor at a lower data rate. As a result,
the forger has an incentive to always recompress using a lower
secondary quality factor.

Index Terms— Concealability, anti-forensics, rate-distortion
tradeoff, compression anti-forensics.

I. INTRODUCTION

DUE to the wide availability of multimedia editing tools,
the authenticity of multimedia content is often called

into question. In order to verify the authenticity of this
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content, scientists have developed many forensic techniques
to trace the processing histories of suspicious multimedia
signals [1]–[11]. Among these techniques, tracing an images
compression history has particular forensic significance. This
is because detecting previous applications of JPEG compres-
sion in images that are currently stored in uncompressed for-
mats can help the investigator to identify their origins [6], [7].
Furthermore, double or multiple compression may occur when
a compressed image is manipulated, then re-saved in the same
format. As a consequence, detecting double compression or
multiple compression can imply that editing has possibly been
applied to the image, thus calling its authenticity into question.
There are many forensic tools to detect double and multiple
compressions [12]–[22].

Given the forensic significance of an image’s compression
history, anti-forensic techniques have been developed in order
to confuse forensic detectors [23]–[28]. These techniques
enable a forger to fool forensic investigators through multiple
ways. First, the forger can remove compression fingerprints
completely so that the origin of the image cannot be detected.
Furthermore, he/she can then recompress the anti-forensically
modified image using another quantization table to mislead
the identification of its origin [23]. When double compression
occurs while editing a compressed image, modifying the
compression history can also reduce the possibility of the
forgery being detected via compression fingerprints. Addition-
ally, other anti-forensic techniques have been developed to
create forensically undetectable forgeries [29]–[32].

Studying anti-forensics and analyzing forgers’ behavior are
equally important for forensic purpose. Forensic investigators
can use this information to improve existing detectors [33].
Furthermore, based on the specific fingerprints left by applying
anti-forensics, investigators can develop new forensic detectors
to reveal the use of anti-forensics [34]–[36]. Through either
way, forensic invesitgators can make their detection system
more robust by analyzing possible anti-forensic techniques.

Often, when anti-forensic techniques are applied, they
introduce distortion to the multimedia content while conceal-
ing the fingerprints of manipulation [23]–[26]. For example,
the authors in [23] remove JPEG compression fingerprints by
adding anti-forensic dither to each DCT coefficient to elim-
inate quantization fingerprints. Thus, as the fingerprints are
removed, distortion is also introduced to the DCT coefficients
through the dither. In [24]–[26], the fingerprints are concealed
by optimizing a certain cost function under some constraints.
While achieving the anti-forensic performance, the distortion
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is also introduced to the content, the amount of which depends
on the constraints. In these cases, the forger must balance
between the amount that fingerprints have been concealed and
the distortion introduced by anti-forensic modification.

Similarly, anti-forensics may also increase the size of the
multimedia content while concealing the fingerprints of manip-
ulation. For example, in order to conceal the fingerprints of
video frame deletion/addition, the authors in [32] increase the
P-frame prediction error to eliminate the periodic characteristic
of the fingerprints. As a consequence, this technique enlarges
the file size of the anti-forensically modified video. In such a
case, the forger needs to balance between the degree to which
fingerprints are concealed and the data rate.

While anti-forensic techniques may introduce the two kinds
of tradeoffs discussed above, there is no existing work formally
studying either of these tradeoffs. In fact, when compressing
an anti-forensically modified forgery, there is a tradeoff among
how much manipulation fingerprints can be concealed, the data
rate, and distortion introduced into the signal. The forger must
balance all three factors to appropriately decide the strength
of his/her operation.

In this paper, we characterize the tradeoff discussed
above. In order to measure the amount that manipulation
fingerprints can be concealed, we define the effectiveness of
concealing these fingerprints as concealability. To demonstrate
this tradeoff in a real anti-forensic system, we introduce
the concealability-rate-distortion (C-R-D) tradeoff in image
double JPEG compression anti-forensics. In order to adjust
concealability, we propose a flexible anti-forensic dither.
To reduce the time and computational complexity associ-
ated with decoding a JPEG compressed image, applying
anti-forensics, then recompressing it, we introduce an anti-
forensic transcoder capable of efficiently performing these
tasks in one step. Through a series of experiments, we have
experimentally characterized the C-R-D tradeoff in JPEG
anti-forensic systems. We have found that this tradeoff results
in two distinct C-R-D surfaces; one for if the forger uses a
lower JPEG quality factor during the second compression and
another for if the forger uses a higher quality factor during the
second compression. Furthermore, we observe two surprising
phenomena from these experiments.

It is worth pointing out the implication of introducing the
rate-distortion tradeoff in the field of multimedia forensics
and anti-forensics. The rate-distortion tradeoff has been well
studied for image and video compression [37], [38]. Both
empirical and theoretical results have been derived to char-
acterize the optimal achievable rate under a certain distortion
constraint. Given this tradeoff, one can choose the optimal
compression method according to his/her demands.

Since compression is a necessary signal processing for
storage and transmission, rate-distortion tradeoff has been
involved in the analysis of many systems in different fields. For
example, when implementing compression, complexity is an
essential factor, and the rate-distortion-complexity tradeoff was
studied [39]. When transmitting the compressed multimedia
content through wireless communication systems, energy con-
sumption needs to be considered, where power-rate-distortion
tradeoff was analyzed [40]. For multimedia attackers, there

are works on studying the risk-distortion tradeoff for video
collusion attacks [41]. Many anti-forensic schemes also try to
maximize their concealability under some distortion constraint.

However, there is no existing work that considered the rate-
distortion tradeoff when the attack or manipulation was applied
on compressed multimedia content, while this is usually the
case when the size of the multimedia signal is big. Thus, in
this paper, we introduce the rate-distortion tradeoff to the field
of multimedia forensics and anti-forensics and characterize
the C-R-D tradeoff using the double image compression anti-
forensics as an example. We believe that the C-R-D tradeoff
also exists for other forensic and anti-forensic systems, like
the video frame deletion/addition anti-forensic system.

The rest of the paper is organized as follows: first,
we give an overview of image compression forensics and
anti-forensics in Section II. Then, in Section III, we give
the system model of double compression anti-forensics, and
define the three tradeoff factors, concealability, rate and dis-
tortion. In Section IV, flexible anti-forensic dither is proposed
for balancing the tradeoff between concealability, rate, and
distortion. Section V introduces our anti-forensic transcoder,
which combines decompression, flexible anti-forensic dither,
and recompression into one process. Experimental results on
the C-R-D tradeoff are shown and discussed in Section VI.
Lastly, Section VII summarizes this paper.

II. BACKGROUND

While our proposed C-R-D tradeoff exists in general image
compression anti-forensic systems, we choose one of the most
commonly used compression standards, JPEG, to characterize
the tradeoff and show the effectiveness of our model. This
section reviews the important concepts and techniques of JPEG
compression forensics and anti-forensics which will be used
in this case. Specifically, we start with a brief introduction
of JPEG compression. Then, as an important set of finger-
prints in forensics, double JPEG compression fingerprints are
discussed. Among those double JPEG compression forensic
detectors, without loss of generality, we choose one of the
most popular and effective techniques to review in the next
subsection. At last, we review the compression anti-forensic
technique, which will be a special case in our proposed flexible
anti-forensic scheme.

A. JPEG Compression

JPEG format is one of the most commonly used formats for
images. We briefly overview the JPEG compression procedure
as follows [42]: first, the image is separated into 8 by 8 blocks.
Within each block, discrete cosine transform (DCT) is
applied on the pixel values to obtain the DCT coefficients
xi j , i, j = 0, 1, ..., 7, where xi j is the coefficient in
subband (i, j). Then, quantization is applied on each DCT
coefficient using a quantization table Q, with each element
denoted as qi j . The quantized coefficients are

ai j = round
( xi j

qi j

)
, for i, j = 0, 1, . . . , 7. (1)

Finally, lossless entropy coding is applied on the quantized
DCT coefficients to obtain the data ready for transmission or
storage.
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Fig. 1. Histograms of DCT coefficients subtracted from sub-band (0, 2) of a natural image been (a) single compressed with specific quantization step 5,
(b) doubly compressed with quantization step 3 followed by 5, and (c) doubly compressed with quantization step 7 followed by 5.

Decompression has the reverse procedure of compression.
Yet, it cannot recover the original image due to the lossy
quantization process of JPEG compression. Specifically,
during dequantization, the quantized DCT coefficients ai j

will be multiplied by its quantization steps qi j to obtain
the dequantized coefficients yi j = ai j qi j , which is different
from xi j . These dequantized coefficients will instead only have
values of integer multiples of the quantization step. We use the
commonly applied model, Laplace distribution, to model the
DCT coefficients in a certain subband of an uncompressed
image [43]. Then, the histogram of the DCT coefficients from
a JPEG compressed image can be modeled as a quantized
Laplace distribution. Fig. 1(a) shows an example of the DCT
coefficient histogram of a single JPEG compressed image.

B. Double JPEG Compression Fingerprints

If a forger modifies a JPEG image, it may be saved as JPEG
again after modification. In such a case, the image has under-
gone two instances of JPEG compressions. If the quantization
tables used in these two JPEG compressions are not exactly
the same, double JPEG compression fingerprints will be left in
the image. Since double JPEG compression happens in most
forgeries, detecting its fingerprints is important in forensics to
identify the existence of possible forgeries ever been applied
on the image.

To see the double JPEG compression fingerprints, we exam-
ine the DCT coefficients of a double JPEG compressed image.
Let Q(1) and Q(2) denote the quantization tables used in the
first and second JPEG compressions, respectively. Then the
quantized DCT coefficients of this double JPEG compressed
image is

bi j = round

(
yi j

q(2)
i j

)
= round

(
round

(
xi j

q(1)
i j

)q(1)
i j

q(2)
i j

)
, (2)

where q(1)
i j and q(2)

i j are elements of Q(1) and Q(2), respectively.
If we decompress the image, the DCT coefficients observed
are wi j = bi j q(2)

i j .
Although we still observe quantized DCT coefficients with

step size q(2)
i j from double JPEG compressed images, these

coefficients cannot be modeled as quantized Laplace. Dur-
ing the second quantization, uneven numbers of bins of the
single quantized histogram are collected into the new bins.

Thus, the magnitudes of the double quantized bins will present
periodic peaks or zeros [12], [13]. These periodic character-
istics of the DCT coefficient histogram are identified as the
fingerprints of double JPEG compression.

For illustration, let us take a DCT subband where
the quantization steps in two compressions are different.
Let q1 and q2 denote the quantization steps in this subband
during the first and second JPEG compressions, respectively.
Fig. 1(b) and 1(c) show the double JPEG compression finger-
prints for q1 < q2 and q1 > q2, respectively.

C. Double JPEG Compression Detection

Due to the forensic significance of double JPEG compres-
sion fingerprints, there are many forensic techniques to detect
such trace [12]–[18], [21], [22]. Various features are used to
identify the double compression fingerprints, such as the DCT
histograms and their Fourier transforms [12]–[14], [16], [18],
the histograms of the first digit of DCT coefficients [22], and
the number of DCT coefficients changed when recompressing
with the same quantization table [21]. Among them, we choose
one of the most popular and best performing detectors in [13]
to review and use in this paper.

In [13], Pevný and Fridrich modeled the double JPEG
compression detection problem as a classification of images
between two classes:

C1 : The image is single compressed. (3)

C2 : The image is double compressed. (4)

Given the distinctive fingerprints of double JPEG compression
in DCT coefficient histograms, they took the magnitudes of
quantized bins in the histogram as the feature and fed them
to a support vector machine.

Specifically, they chose the low frequency subbands where
double JPEG compression fingerprints are most obvious. For
each subband, the numbers of occurrences at integer multiples
of q2 were counted, where q2 is the quantization step in the
second compression. The feature vector was composed by
concatenating the data from all chosen subbands:

v =
{

1

ci j

(
hi j (0), hi j (1), . . . , hi j (15)

)∣∣∣(i, j) ∈ L
}
, (5)

where hi j (m) denotes the number of occurrences at ±mq2
in subband (i, j), and ci j is a normalization constant,
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Fig. 2. The system model considered in this paper.

i.e., ci j = ∑15
m=0 hi j (m). The set of low frequency subbands

was chosen as

L = {
(1, 0), (2, 0), (3, 0), (0, 1),

(1, 1), (2, 1), (0, 2), (1, 2), (0, 3)
}
. (6)

Given the feature vector v described above, the classification
was done by using a soft-margin support vector machine
with the Gaussian kernel [44] k(x, y) = ex p(−γ ||x − y||2).
k(x, y), also known as radial basis function, is a popular kernel
function used in SVM classification. It can be interpreted
as a similarity measure between two feature vector samples
x and y. γ is a free parameter, which defaultly equals to
1/num_features in LIBSVM open source machine learning
library.

D. JPEG Compression Anti-Forensics

There are also anti-forensic techniques that can falsify the
image compression history and confuse the forensic detec-
tors [23], [24], [26], [28]. Among them, we choose one of
the most popular techniques in [23], which can successfully
attack the forensic detector in [13], for illustration in this paper.
Yet, the applicability of other anti-forensic techniques will also
be discussed. In [23], single quantized DCT coefficients were
added pre-designed dither so that the histogram will be smooth
and look like the one from an uncompressed image. Then,
when the forger modifies a JPEG image, as long as the traces
of the first compression are removed, the recompressed image
will only present single compression fingerprints. In this way,
the forger can escape the forensic detection of double JPEG
compression.

We briefly review the anti-forensic scheme proposed in [23]
as follows: let random variable X denote the DCT coef-
ficient of a certain sub-band (i, j) from an uncompressed
image. f (x, λ) is the modeled Laplace distribution of X with
parameter λ, i.e.,

P(X = x) = f (x, λ) = λ

2
e−λ|x |. (7)

After JPEG compression, let Y denote the DCT coefficient
of a JPEG compressed image and its distribution will be a
quantized Laplace:

P(Y = kq) =
{

1 − e−λq/2 if k = 0,

e−λ|kq| sinh( λq
2 ) otherwise,

(8)

where q is the quantization step and k ∈ Z. Then, in order to
remove the fingerprints of JPEG compression, an anti-forensic
dither, denoted as D, is added on the DCT coefficients of

the JPEG compressed image. The resulting anti-forensically
modified coefficients are Z = Y + D. Given a carefully
designed anti-forensic dither, the distribution of Z can be
equal to that of X . The distribution of the anti-forensic
dither D in [23] is given by

P(D = d|Y = kq) = f (kq + d, λ̂)

∫ (k+ 1
2 )q

(k− 1
2 )q

f (x, λ̂)dx

1(− q
2 ≤ d < q

2 ),

(9)

where λ̂ is the estimated parameter using coefficients
Y and 1(·) is an indicator function.

III. CONCEALABILITY-RATE-DISTORTION TRADEOFF

In this paper, we assume that the forger wishes to recom-
press an image that has previously been JPEG compressed.
This may happen under a variety of scenarios. For example,
a forger may wish to falsify the content of the image. In this
case, the forger must decompress the image, perform some
manipulation, then recompress the image. Alternatively, if the
forger does not wish to alter the content of the image but just
wishes to falsify its origin, they must recompress the image
using the quantization matrix used by the target camera [23].
In both scenarios, standard recompression will cause double
JPEG fingerprints to occur.

To analyze both of these scenarios, we adopt the following
system shown in Fig. 2. First, the forger receives a JPEG com-
pressed image, which we refer to as the unaltered image. The
forger will then decompress the image and perform any desired
image manipulation. After this, they will apply anti-forensics
to remove JPEG compression fingerprints, then recompress
the image using their desired compression parameters. During
this process, the forger is able to adjust the strength with
which they apply anti-forensics, as well as the quality factor
or quantization tables used during compression. Because we
are interested primarily in characterizing the tradeoff among
rate, distortion and the amount of double JPEG compression
fingerprints that can be concealed, we neglect any effects
caused by other possible manipulations for the purposes of
this work.

Intuitively, when a forger applies anti-forensic techniques,
he/she must balance a tradeoff between the amount of double
JPEG compression fingerprints that can be concealed and the
distortion introduced by anti-forensic modification. The forger
can vary the anti-forensic strength to adjust the amount of
modification caused by the anti-forensic technique, and thus
balance this tradeoff. When recompressing the forgery, there is
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a well-known tradeoff between the data rate and the distortion.
In addition, since anti-forensics modifies the distribution of
the DCT coefficients, it is possible that it can also affect
the data rate during recompression. On the other hand, the
performance of double JPEG compression detection depends
on the relationship between the primary and the secondary
quality factor. Thus, the secondary quality factor may also
affect the possibility that the double JPEG compression will
be detected. In other words, the amount of double JPEG
compression fingerprints that can be concealed is also affected
by the secondary quality factor.

Therefore, the amount of double JPEG compression finger-
prints that can be concealed, the data rate, and the distortion
are all related in the system. Adjusting either the strength of
anti-forensics or the quality factor in recompression process
will result in change of all three factors. Therefore, in order
to achieve a certain requirement, the forger must balance the
tradeoff among these three factors.

We note that, given the existence of many compression
anti-forensic detectors, i.e., counter anti-forensic schemes,
[34]–[36], our system model can be extended to include their
effect in the following ways: 1) generalize the definition of
concealability by including the amount of anti-forensic finger-
prints that can be concealed 2) introduce another dimension
in the tradeoff to reflect the detectability of anti-forensic
techniques.

In order to characterize the tradeoff between how much
the double JPEG compression fingerprints can be concealed,
the data rate, and the distortion, we first define the term
concealability as the measure of how much the fingerprints can
be concealed. Since the accuracy of a detector is one measure
of how well the fingerprints have been concealed, we define
concealability in terms of the detection rate.

When detecting manipulation fingerprints, a simple
hypothesis test is often used, where two hypotheses are
defined as

H0 : Manipulation fingerprints do not present.

H1 : Manipulation fingerprints do present.

A forensic investigator will apply a certain decision rule to a
suspicious signal to determine which hypothesis it belongs to.
The decision rule results in a probability that the fingerprints
are correctly detected, which is called the detection rate; and a
probability that an unmanipulated signal is identified as a falsi-
fied one, which is called the false alarm rate. Different decision
rules often results in different pairs of detection rates and false
alarm rates. A receiver operating characteristic (ROC) curve
plotting all reachable pairs of detection rates and false alarm
rates characterizes the overall performance of the detector.

We define concealability as follows: let I denote the image
edited by the forger. Let function m(·) be the modification
made by the forger. Then, m(I ) is the forger modified image.
In the system describe in Fig. 2, I represents the single
compressed JPEG image and m(I ) represents the double
JPEG compressed and anti-forensically modified image. For
a given detector and a certain false alarm rate P f , there is a
corresponding decision rule δPf (·). Then the concealability of

Fig. 3. Examples of concealabilities related to ROC curves. When the
detector achieves perfect detection, the forger has concealability of the
fingerprints as 0. When the ROC curve is at or below the random decision
line, we say that the forger has achieved concealability as 1. Then for those
ROC curves between perfect detection and random decision, the concealability
ranges from 0 to 1 and depends on a certain false alarm rate.

the forger edited image m(I ) is defined as

C(m, P f ) = min

(1 − P

(
δPf

(
m(I )

) = H1

)

1 − Pf
, 1

)
. (10)

We explain the definition of concealability by using ROC
curves, as it is shown in Fig. 3. When no anti-forensics has
been applied, the best performance of a forensic detector is
perfect detection. That is, the detector can achieve detection
rate of 100% at false alarm rate of 0%. Under this scenario,
manipulation fingerprints can be detected without any error,
and we say that the fingerprints have been fully exposed to
the investigators. Thus, the concealability in this case will be
its minimum value 0.

On the other hand, if anti-forensics are applied, it will
reduce the accuracy of the forensic detector and increase the
false alarm rate. Such degradation reaches its maximum when
the detection rate becomes the same as the false alarm rate.
In this case, the detector will act as an equal probability ran-
dom decision process, i.e., the decision is made equivalently
to randomly flipping a coin. Under this scenario, forger edited
images will have no difference with those that have no been
edited by the forger. Thus, we say that manipulation finger-
prints have been fully concealed to the forensic investigators.
We define the concealability in this case as its maximum
value 1. We note that since the forensic detection strategy is
determined regardless of the possible existence of anti-forensic
technique, one may obtain a ROC curve below the random
decision line, where detection rates equal to false alarm rates.
However, because this scenario also implies that the forger has
fully concealed the fingerprints, we define the concealability
in such case also as 1.



1092 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 24, NO. 3, MARCH 2015

For scenarios between these extreme cases, the
concealability is defined as a measure dependent on the
false alarm rate. Since it is inversely proportional to
the detection rate and the value is limited between 0 and 1,
we use a normalized decreasing function of the detection
rate 1−Pd

1−Pf
to characterize the concealability at a certain false

alarm rate.
To evaluate the distortion, we define a measure that is based

on the mean structural similarity (MSSIM) between the image
that has not been edited by the forger and the one after the
forger’s editing [45]. MSSIM is a popular similarity measure
between 0 and 1 that matches well with human perception.
In order to let the distortion equal to zero when the two
images are identical, i.e., when the similarity is 0, we define
the distortion between I and m(I ) as

D(m) = 1 − MSSIM
(
I, m(I )

)
. (11)

We note that similar results can be obtained for other measures
of distortion such as mean square error (MSE), which will be
shown in simulation results.

Lastly, we use bits per pixel as the measure of rate.
Specifically, the rate is calculated by examining the size of the
forger edited image and dividing it by the number of pixels
in that image:

R(m) = number of bits of m(I )

number of pixels in m(I )
. (12)

IV. FLEXIBLE ANTI-FORENSIC DITHER

In order to balance the tradeoff of concealability and distor-
tion during the anti-forensic process, the forger needs to vary
the strength of anti-forensics. Though there exists anti-forensic
techniques to fully conceal the fingerprints of double JPEG
compression [23]–[26], these techniques do not provide the
flexibility to control the strength of anti-forensics. However,
in order to characterize the C-R-D tradeoff and find the best
choice, flexible anti-forensic schemes are necessary. In this
section, we propose a flexible anti-forensic dither for the
technique in [23] that enables the forger to adjust the strength
of anti-forensics. Similar concept can be applied on other anti-
forensic techniques, which we will discuss in the end of this
section.

As we discussed in section II, double JPEG compression
fingerprints are presented in DCT coefficients. Thus, in order
to remove the fingerprints, our flexible anti-forensic dither
will also be applied on DCT coefficients. To develop flexible
dither, let us examine the procedure that a DCT coefficient
in a certain subband of an image will go through during the
whole process described in Fig. 2. First of all, the unaltered
image will go through its first JPEG compression. Let q1
denote the quantization step of the examined subband used
in this compression. Then, the DCT coefficient of the single
compressed image is obtained by

Y = q1 round (X/q1). (13)

We assume that X obeys a Laplace distribution (7). Thus,
Y will be distributed as a quantized Laplace distribution with
quantization step size q1.

Secondly, the flexible anti-forensic dither is applied on Y .
Let α denote the anti-forensic strength. We define that
0 ≤ α ≤ 1. The corresponding flexible anti-forensic dither
is denoted as Dα . Thus, the anti-forensically modified DCT
coefficient becomes to

Zα = Y + Dα. (14)

Lastly, after recompressing Zα with a quantization step q2, the
double JPEG compressed and anti-forensically modified DCT
coefficient is

Wα = q2 round (Zα/q2). (15)

If no anti-forensics has been applied, which means that
the anti-forensic strength is 0, then W0 = q2 round(Y/q2).
The histogram of W0 will present the fingerprints of double
JPEG compression, as it is shown in Fig. 1(b) or Fig. 1(c).
The periodic peaks or zeros in the histogram distinguish W0
from those of single compressed images, who have quantized
Laplace distribution shape as shown in Fig. 1(a). Thus, by
measuring the distance between the normalized histogram
of W0 and the quantized Laplace distribution, forensic analysts
can detect double JPEG compression.

If anti-forensics are fully applied, as it is the case in [23],
the anti-forensic strength is 1, and the distribution of D1 is the
same as (9) with q substituted with q1. Then, the distribution
of Y will be the same as that of X . Consequently, the distrib-
ution of W1 will be a quantized Laplace distribution. In such
a case, the double JPEG compressed and anti-forensically
modified image is hard to be distinguished from single JPEG
compressed images through DCT coefficient histograms.

When anti-forensic strength is not applied in full, we can
reduce the anti-forensic distortion by sacrificing the exposure
of fingerprints to the forensic detector. That is, the histogram
of Wα will be less like a quantized Laplace distribution when
less anti-forensic strength is applied. By examining (9), we can
see that the distribution of the dither D1 has a bounded support
[−q1/2, q1/2). The shape of this distribution is a normalized
and shifted version of the target distribution f (x, λ̂) on support[
(k−1/2)q1, (k+1/2)q1

)
with left shifting of kq1. Such design

is to make the conditional probability P(Z1 = z|Y = kq1)
be the same as f (z, λ̂) normalized by P(Y = kq1) with
z ∈ [kq1 − q1/2, kq1 + q1/2). Then, with Y taken all integer
multiplies of q1, the distribution of Z1 will be the same
as f (z, λ̂).

When α < 1, we shrink the support of the anti-
forensic dither to decrease distortion. Meanwhile, the similar-
ity between the distribution of Zα and f (z, λ̂) will be reduced.
We note that because of the shrink of the dither’s support,
the anti-forensically dithered coefficients will not spread out
the entire quantization interval. Consequently, the support
of the histogram of the anti-forensically modified image before
recompression will not match the support of the histogram
of an uncompressed image. Nevertheless, the image will be
recompressed, where all coefficients are requantized to integer
multiples of the new quantization step. The use of anti-forensic
dither can cause some coefficients that would normally get
quantized to lq2 to instead be mapped to (l −1)q2 or (l +1)q2.
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In this way, the strength of the double compression fingerprints
are weakened by the anti-forensic dither.

Let S(k)
α denote the support of Zα given Y = kq1, which

means that the support of Dα is S(k)
α left shifted by kq1. Then

the range of S(k)
α will be decreased when less anti-forensic

strength is applied, i.e., α decreases. We will give the explicit
expression of S(k)

α in later paragraphs. We still take the shape
of the dither’s distribution to be a normalized and shifted
version of f (x, λ̂). The distribution of the flexible anti-forensic
dither is proposed as

P(Dα = d|Y = kq1) = f (kq1 + d, λ̂)∫
S(k)
α

f (x, λ̂)dx
1
(
kq1 + d ∈ S(k)

α

)
.

(16)

We define S(k)
1 as

S(k)
1 = {

t ∈ R
∣∣(k − 1

2 )q1 ≤ t < (k + 1
2 )q1

}
, (17)

then (9) becomes a special case of (16). By our definition,
S(k)

0 is the support of Z0 given Y = kq1, which results in W0.
However, due to the second compression described by (15),
there are multiple choices of S(k)

0 which can lead to the same
W0 after requantization. Specifically, let lq2 be the quantized
bin that Y = kq1 will be mapped into during the second
compression, i.e.,

l = round

(
kq1

q2

)
. (18)

Then, any dither within the range
[
(l − 1/2)q2, (l + 1/2)q2

)
will be mapped into the same bin lq2. We define S(k)

0 as the
one that has the largest range while any dither within this
support will be mapped into the same W0 = lq2. In addition,

the property of S(k)
α needs to be satisfied, i.e., S(k)

0 ⊆ S(k)
1 .

Thus, the expression of S(k)
0 is given as

S(k)
0 = {

t ∈ S(k)
1

∣∣(l − 1
2 )q2 ≤ t < (l + 1

2 )q2
}
. (19)

Fig. 4 shows an illustration of how to find S(k)
0 and S(k)

1
for a certain quantized bin Y = kq1. Four cases are listed in
the figure regarding the relative positions of the quantization
intervals of Y in the first compression and W0 = lq2 in the
second compression. Basically, S(k)

0 is the intersection between
the intervals

[
(k − 1

2 )q1, (k + 1
2 )q1

)
and

[
(l − 1

2 )q2, (l + 1
2 )q2

)
.

Given the extreme cases of S(k)
α when α = 0 and α = 1, we

pick up S(k)
α , 0 < α < 1, from the convex hull of the supports

of S(k)
0 and S(k)

1 . Formally, let bα,1 and bα,2 be the lower and

upper bounds of support set S(k)
α , respectively. We have the

extreme cases

b0,1 = max
(
(k − 1

2 )q1, (l − 1
2 )q2

)
, b1,1 = (k − 1

2 )q1,

b0,2 = min
(
(k + 1

2 )q1, (l + 1
2 )q2

)
, b1,2 = (k + 1

2 )q1.

(20)

Then, S(k)
α , 0 < α < 1 is defined as

S(k)
α = {

t ∈ R
∣∣bα,1 ≤ t < bα,2

}
,

where

bα, j = (1 − α)b0, j + αb1, j , for j = 1, 2. (21)

Fig. 4. An illustration of how to determine S(k)
0 and S(k)

1 for a certain value
of Y = kq1. The vertical arrows denote the position of a certain quantized
bin in the coefficient histogram. The horizontal line segment at the bottom of
each arrow represents the quantization interval where all values within this
range will be mapped into the quantized bin indicated by the arrow. lq2 is
the quantized bin that kq1 will be mapped into during the recompression.
According to different positions of lq2 and its quantization intervals, there
are four cases for S(k)

0 , while S(k)
1 keeps the same for the same kq1.

Using (21) and (16), our flexible anti-forensic dither can be
generated from this pre-determined distribution.

The flexible anti-forensic scheme can be summarized as
follows:

1) Obtain DCT coefficients by decompressing the single
compressed image for all subbands.

2) In each subband, estimate the parameter λ̂ of
the Laplace distribution function f (x, λ̂) using Y
statistics [23].

3) For a certain anti-forensic strength α, calculate S(k)
α and

P(Dα = d|Y = kq1) for each kq1 using (21) and (16).
4) For each Y = kq1, randomly generate a value of Dα

from the distribution function (16), and add it to Y to
obtain Zα .

5) Obtain the anti-forensically modified image by modify-
ing all coefficients in all subbands and mapping them to
pixel domain.

We note that the concealability-distortion tradeoff also
occurs in other anti-forensic techniques, where the forger can
vary the anti-forensic strength to balance them [24]–[26], [28].
In [24], the authors modified pixel values of an image to
conceal JPEG compression fingerprints. Specifically, they min-
imized the total variance and variance difference between
boundary areas and interior areas of blocks while limiting the
modified DCT coefficients in a distortion constraint set. The
smaller the minimized function is, the higher the concealability
will be. Then, by shrinking the range of the constraint set,



1094 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 24, NO. 3, MARCH 2015

Fig. 5. Histograms of DCT coefficients of an anti-forensically modified and double compressed image with anti-forensic strength (a) α = 0, (b) α = 0.4,
and (c) α = 1.

less distortion is allowed to be introduced to the image,
but a larger minimized function will be obtained, and thus
concealability decreases. Techniques in [25] and [26] con-
cealed manipulation fingerprints by modifying the manipulated
histogram to one that is closest to an unaltered histogram
under some distortion constraints. Similarly, by varying the
distortion constraints, the forger is able to vary how close the
anti-forensically modified histogram is to an unaltered one, and
thus vary the concealability. Lastly, in [28], the fingerprints of
double JPEG compression with the same quantization table
were concealed by modifying the DCT coefficients in textural
regions. Then, the less the DCT coefficients were modified,
the less distortion it introduces to the image. However, the
fingerprints are less concealed, and thus concealability
becomes smaller. In all cases, the tradeoff between conceala-
bility and distortion exists and flexible anti-forensic techniques
can be applied to characterize them.

V. ANTI-FORENSIC TRANSCODER

As a post-processing technique, anti-forensic dither can be
used whenever a forgery needs to be recompressed without
leaving double JPEG compression fingerprints. Yet, there are
some cases, for example when modifying the quantization
table of the compressed image, where the forger simply
wants to recompress the JPEG image without performing
other manipulations. In such cases, the forger do not need
to decompress the JPEG image, apply anti-forensic dither,
and then recompress the image. Instead, the forger can use
an integrated anti-forensic transcoder to directly falsifies the
DCT coefficients from the JPEG file and transcodes them
into the coefficients associated with another quantization table
while no double compression fingerprints will be detected.
In this section, we propose this anti-forensic transcoder to
reduce the time and computational complexity associated with
decompressing a JPEG image, applying anti-forensics, then
recompressing it, and efficiently perform all these tasks in one
step.

To propose this anti-forensic transcoder, let us review the
modifications of DCT coefficients made by the anti-forensic
dither and recompression. As described in Section IV, the
decompressed DCT coefficient Y will be added with the anti-
forensic dither Dα to obtain the anti-forensically modified
coefficient Zα. This modification dithers each Y = kq1
to some nearby values. When we examine the coefficients’

histogram, we will see that the anti-forensic dither spreads
each quantized bin within a certain range. Then, Zα will be
mapped into pixel domain where recompression is applied.
During recompression, Zα is again transformed into DCT
domain and then quantized. In quantization process, some
of the dithered values will be mapped into one bin while
some of them may be mapped into other bins. Thus, even
though these dithered coefficients are all coming from the
same value of Y = kq1, they will be mapped into different
values of Wα = jq2, jmin ≤ j ≤ jmax. If we figure out what
portions of coefficients valued as Y = kq1 will be mapped into
Wα = jq2, jmin ≤ j ≤ jmax, we can then directly map some of
the coefficients Y = kq1 to one of Wα without the intermediate
state of Zα . Different anti-forensic strengths will affect these
portions and also the range that kq1 will be mapped into,
i.e., jmin and jmax.

Fig. 5 shows the transition of the histograms of Wα when
increasing the anti-forensic strength. When no anti-forensics
is applied, each Y = kq1 can only be mapped into one bin
valued as W0 = lq2 during the second quantization. Without
loss of generality, we consider the case where q1 > q2.
Then, some integer multiples of q2 may even not have
corresponding coefficients. This results in those nearly zero
bins in Fig. 5(a). With anti-forensics applied, some of the
coefficients valued as kq1 can be mapped into nearby bins
other than the lq2 bin. Thus, those nearly zero bins can
be gradually filled up by its neighboring bins to finally
obtain the quantized Laplace shape histogram, as it is shown
in Fig. 5(b) and Fig. 5(c).

We derive the direct map between Y and Wα using the
intermediate state Zα described in Section IV. First, we
decide the range that kq1 can be mapped into. Recall that
S(k)
α is the support of Zα given Y = kq1. Thus, when

quantizing Zα to obtain Wα = jq2, all candidates of j will be
bounded by

jmin = round

(
bα,1

q2

)
,

jmax = round

(
bα,2

q2

)
. (22)

Next, we let γkj denote the probability that the anti-forensic
transcoder maps a coefficient valued as kq1 to jq2. Then,
we can describe the mapping of the anti-forensic transcoder
on DCT coefficients by using the following transition
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probability function,

P(Wα = jq2|Y = kq1) =
{

γkj if jmin ≤ j ≤ jmax,

0 otherwise.
(23)

The value of γkj depends on the extent that the anti-forensic
dither spreads the single bin kq1, which is also determined by
the anti-forensic strength. From (16) and (14), we have

P(Zα = z|Y = kq1) = f (z, λ̂)∫
S(k)
α

f (x, λ̂)dx
1
(
z ∈ S(k)

α

)
. (24)

When quantizing Zα , those values belonging to the range[
( j − 1

2 )q2, ( j + 1
2 )q2

)
will be mapped to value Wα = jq2.

Let R j denote this quantization interval for W = jq2, i.e.,

R j = {
t ∈ R|( j − 1/2)q2 ≤ t < ( j + 1/2)q2

}
. (25)

Then, we have

γkj = P(Wα = jq2|Y = kq1)

=
∫

R j

P(Zα = z|Y = kq1)dz

=
∫

S(k)
α ∩R j

f (z, λ̂)dz
∫

S(k)
α

f (x, λ̂)dx
(26)

Given jmin, jmax, and γkj well defined by (22) and (26), the
anti-forensic transcoder can be described as follows: Let U be
a uniformly distributed random variable within [0, 1). Then,
for a coefficient valued as kq1, the anti-forensic transcoder
with anti-forensic strength α will map it to

Wα =
jmax∑

j= jmin

jq21(

j−1∑
t= jmin

γkt ≤ U <

j∑
t= jmin

γkt ), (27)

where
∑ j−1

t= jmin
γkt = 0 when j = jmin.

We summarize the anti-forensic transcoder as follows:

1) Obtain DCT coefficients by directly reading the JPEG
file.

2) In each subband, estimate the parameter λ̂ of the Laplace
distribution function f (x, λ̂) using Y statistics [23].

3) For a certain anti-forensic strength α, calculate jmin,
jmax, and γkj using (22) and (26).

4) For each Y = kq1, transcode it to Wα according to
equation (27).

5) Apply lossless entropy coding similar as that used in
JPEG compression to obtain the undetectable double
JPEG compressed file.

We note that, for a certain anti-forensic strength and
recompression quantization table, by either applying the anti-
forensic dither and then recompressing, or directly apply-
ing the anti-forensic dither, the forger can obtain the same
double JPEG compressed and anti-forensically modified
image file.

VI. SIMULATION RESULTS AND ANALYSIS

In order to characterize the C-R-D tradeoff, we set up an
experiment to obtain the reachable C-R-D values. We used
the flexible anti-forensic dither to apply anti-forensics with

TABLE I

NUMBERS OF IMAGES IN (A) TRAINING DATABASE AND (B) TESTING

DATABASE THAT WERE USED IN OUR EXPERIMENT

adjustable strength. During the experiment, different strengths
of anti-forensics and different quality factors of the recom-
pression were used. Then, based on the data, we characterized
the tradeoff using polynomial surfaces. Two surprising results
were found during the analysis of the simulation results.

A. Two C-R-D Tradeoffs Revealed From Simulation

To experimentally characterize the C-R-D surface, we com-
pressed, then anti-forensically modified and recompressed a
set of images using a variety of JPEG quality factors and
anti-forensic strengths. We then measured the concealability,
rate, and distortion of each pairing of quality factor and anti-
forensic strength, and used the resulting data to characterize
the C-R-D surface.

We set up the simulation database based on the 1300 natural
unaltered images from UCID database [46]. We examine the
behavior of the forger, who can vary the anti-forensic strength
and the quality factor of the recompression. So we fixed
the first quality factor Q1 = 75, and varied the secondary
quality factor Q2 from 60 to 90 with incremental interval 1.
Then, we took 1000 unaltered images from the UCID database
and JPEG compress each one using quality factors Q2 to
build the single compressed image database for training. The
training database of double compressed images were obtained
by compressing the same 1000 unaltered images using quality
factor 75 and then recompressing them using secondary quality
factors Q2. Thus, the training database in our simulation
contained 1000 × 31 × 2 = 62000 images. Our testing data-
base involved single compressed images, double compressed
images and double compressed but anti-forensically modified
images. The single compressed images for testing were com-
posed by compressing the rest 300 unaltered images from the
UCID database using quality factors Q2. The double com-
pressed images and double compressed but anti-forensically
modified images were obtained by first compressing the same
300 unaltered images using quality factor 75, then applying
anti-forensic dithers with strengths taken from range [0, 1], and
lastly recompressing them using secondary quality factors Q2.
We used 11 different anti-forensic strengths from [0, 1] for
each secondary quality factor. Therefore, we finally built
up a testing database containing 300 × (31 + 31 × 11) =
111600 images. The numbers of images used in our experi-
ment are summarized in Table I.
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Fig. 6. Concealability, rate, and distortion triples for all tested anti-forensic strengths and secondary quality factors with distortion defined based on
(a) MSSIM in (11) and (b) MSE.

In order to characterize the C-R-D tradeoff, we calculate
the concealability, rate, and distortion for each pair of anti-
forensic strength and secondary quality factor. The detection
technique described in Section II-C developed by Pevný et al.
was used to perform double JPEG compression detection.
Different detectors were trained for each secondary quality
factor using images from the training database described in the
above paragraph. The false alarm rate is taken as 5%. Rate and
distortion are calculated as the mean values of all the testing
images with the same anti-forensic strength and secondary
quality factor. Besides using (11) to calculate distortion, we
also calculated mean square errors as an illustration of the
results by applying other distortion measures. Based on the
concealabilities, rates, and distortions obtained for different
anti-forensic strengths and secondary quality factors, we plot
each triple of concealability, rate, and distortion as a point
in 3D figures in Fig. 6. Fig. 6(a) shows the tradeoff for
using our definition of distortion in (11), and Fig. 6(b) is
the tradeoff when we measure the distortion using the mean
square error.

We find that, in both figures of Fig. 6, the points are
separated into two surfaces. The lower surface is composed
by the points where the secondary quality factor is lower than
the primary quality factor. We call the tradeoff described by
them as the lower quality factor tradeoff. The higher surface
contains the points where the secondary quality factor is higher
than the primary quality factor. This tradeoff is called the
higher quality factor tradeoff. We note that the authors in [34]
have found the similar phenomenon about separated cases for
lower quality factors and higher quality factors when they
studied the counter detector of the anti-forensic dither. Yet,
they only considered the change on distortion, while our work
characterizes the whole C-R-D tradeoff. We will study these
two tradeoffs separately in the following two subsections. For
the sake of space limitation, we only give the detailed analysis
to Fig. 6(a), while the other one can be analyzed similarly.

B. C-R-D Tradeoff for Lower Secondary Quality Factors

To characterize the C-R-D tradeoff for lower secondary
quality factors, we plot those triple points obtained by using

lower secondary quality factors in Fig. 7(a). Different markers
represent different secondary quality factors. Each marker
has several points obtained by using different anti-forensic
strengths. Among them, the one with higher concealability
implies that more anti-forensic strength has been applied to
get this point. It is easy to see that increasing anti-forensic
strength will increase concealability but also introduce more
distortion.

Since anti-forensic dither adds noise to DCT coefficients,
and typically a noisy signal is harder to be compressed, we
would expect to get a higher rate when applying anti-forensics.
However, we surprisingly find that, in the case of a lower
secondary quality factor, applying anti-forensics will actually
decrease the rate. We use a 2D figure to more explicitly present
this surprising result in Fig. 8.

This phenomenon happens due to the entropy coding proce-
dure of JPEG compression. When quantization table is fixed,
the rate of the compressed image depends on the entropy of
the DCT coefficients. Since the coefficient histogram describes
its probability density function, we can use the normalized
histogram to compare the entropy. Furthermore, when the
normalized histogram is closer to the uniform distribution,
it implies a higher entropy of the coefficient. With anti-
forensics applied to the double compressed image, it gradually
changes the coefficient histogram from a double compressed
histogram to a single compressed one. Thus, we can compare
the entropies of these two cases to see how does anti-forensics
affect the rate. Recall the typical coefficient histograms for
single compressed and double compressed images shown
in Fig. 1. It is easy to see that the entropy of the single
compressed coefficient (histogram is shown in Fig. 1(a)) is
less than that of the double compressed one for lower quality
factor case (histogram is shown in Fig. 1(b)), where q2 > q1,
i.e., Q2 < Q1. Thus, when anti-forensics change the histogram
from the double compressed one to the single compressed one,
it decreases the rate. However, similar argument implies that
the result will be reversed for higher secondary quality factor
scenario.

Next, we characterize the lower secondary quality factor
tradeoff using a polynomial surface, as it is shown in Fig. 7(b).



CHU et al.: ON ANTIFORENSIC CONCEALABILITY WITH RATE-DISTORTION TRADEOFF 1097

Fig. 7. Tradeoff of concealability, rate, and distortion for the case where the second quality factor is smaller than the first one. (a) plots the reachable
(C, R, D) points, where the points with the same marker and color are those who have the same secondary compression quality factor but have been applied
different anti-forensic strengths. The higher the concealability, the more the anti-forensic strength. (b) is the polynominal fitting surface of (a).

Fig. 8. Rate changes with anti-forensic strength for lower secondary quality
factor case.

The expression for the surface is

R = 0.1018 + 0.0088C − 0.238D

−0.0025C2 − 0.1037C D − 2.771D2, (28)

where C , R, and D are concealability, rate, and distortion
calculated from (10), (12), and (11), respectively. We obtain
this equation by modeling R as a polynomial function of
C and D. Then, we varied the degrees of freedom on both
C and D to obtain the best fitting that yielding the minimum
fitting error. We used the curve fitting toolbox in Matlab to
implement this process. Similar approaches will be applied to
obtain the tradeoff surfaces for the higher secondary quality
factor case.

In (28), for a fixed C , R decreases with D, which matches
the property of conventional R − D curve. The C − D tradeoff
for a certain R is that increasing C will increase D. When D is
fixed, by a little calculation on (28) we find that for most of
the cases where D < 0.037, R increases with C . In this case,
there exists a R − C tradeoff, where increasing concealability
will increase the rate. We note that this R − C tradeoff

is different from our previously mentioned surprising result,
where increasing anti-forensic strength results in increase
on the concealability and decrease on the rate. The former
is a tradeoff for a certain distortion value, while the latter
implies changes on distortion with the increase of anti-forensic
strength.

C. C-R-D Tradeoff for Higher Secondary Quality Factors

To characterize the C-R-D tradeoff for higher secondary
quality factors, we plot the rest triple points obtained by
using higher secondary quality factors in Fig. 9(a). Again,
different markers represent different secondary quality factors.
Each marker has several points obtained by using different
anti-forensic strengths. Among them, the one with higher con-
cealability implies that more anti-forensic strength has been
applied to get this point. In this tradeoff, the reachable points
of concealability, rate, and distortion depict three surfaces,
which we use polynomial surfaces to fit.

As it is shown in Fig. 9(b), the main tradeoff surface for
higher secondary quality factor is expressed as

R = 0.1146 − 0.0038C + 0.5474D − 0.15C D + 3.738D2.

(29)

In this tradeoff, the R − D tradeoff for a certain C is that
the increase rate will also increase distortion. It is inconsis-
tent with the conventional R − D tradeoff, where distortion
is reduced by the increase of data rate. This phenomenon
happens due to the fact that, in higher secondary quality
factor case, anti-forensic modification introduces much more
distortion than recompression. Specifically, when using higher
secondary quality factors, as the quality factor increases,
double compression fingerprints will be more obvious and
harder to conceal. Thus, more anti-forensic modification is
needed to achieve the expected concealability. This results in
the increase of distortion for higher secondary quality factor
and consequently higher rate. From the expression, we can
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Fig. 9. Tradeoff of concealability, rate, and distortion for the higher secondary quality factor case. (a) plots the R-D-C points. Points with the same
marker and same color are those obtained by using the same secondary quality factor but different anti-forensic strengths. (b) is the polynominal fitting
surfaces of (a).

find the R − C tradeoff for a fixed D is that increasing C will
decrease R. This is also a result due to the distortion of the
anti-forensic modification: when C increases, it implies that
more anti-forensic strength has been applied, and thus more
distortion has been introduced by anti-forensic modification.
Then, in order to keep D unchanged, the distortion from
recompression must be reduced, which means the secondary
quality factor should be closer to the first quality factor. Since
Q2 > Q1, it results in a lower R. Additionally, when we fix
R, D will increase with higher C .

Besides the higher secondary quality factor tradeoff surface,
there are two walls along the concealability axis and distortion
axis. Which we call the concealability wall:

R = 0.1378 − 2.0084C + 2.9504D, (30)

and the distortion wall:

R = 39.7255 + 118.4314C − 392.1569D. (31)

The concealability wall is generated for small anti-forensic
strengths. Specifically, because the double compression fin-
gerprints for Q2 > Q1 is very distinctive, when anti-forensic
strength is small, the increase on anti-forensic strength hardly
changes C . However, the distortion introduced by anti-forensic
modification increases proportionally with the strength, and
thus it leads to the increase of R and D. Therefore, while
R and D are increasing, the little change on C results
in the concealability wall. The distortion wall happens for
much higher quality factors, where recompression distortion
decreases with finer quantization, i.e., higher quality factor, but
anti-forensics distortion increases with higher quality factor.
Thus, the summation of these two distortions results in the
little change on overall distortion and the distortion wall
appears.

When comparing the higher secondary quality factor trade-
off with the lower secondary quality factor tradeoff, we
notice that the lower secondary quality factor tradeoff locates
entirely below the higher secondary quality factor tradeoff,

as it is shown in Fig. 6. This implies that using a lower
secondary quality factor can achieve the same concealability
and distortion as the one obtained by using a higher quality
factor, while the rate is lower. Note that we consider the
data rate in this paper, which is inversely proportional to
the compression rate. Thus, such phenomenon induces the
forger to choose a lower secondary quality factor rather than
a higher one to obtain a lower rate without increasing the
distortion or decreasing the concealability. This surprising
behavior happens because that the anti-forensic modification
introduces much more distortion in higher secondary quality
factor case than in lower secondary quality factor case. Since
double compression fingerprints are more obvious in higher
secondary quality factor case than in the lower one, in order
to achieve the same concealability, anti-forensic modification
will introduce much more distortion when the forger decides to
use a higher secondary quality factor. Thus, to achieve a certain
concealability, using higher secondary quality factors will not
only results in more distortion but also higher rate than the case
of using lower secondary quality factors. As a consequence,
the forger will always tend to use a lower secondary quality
factor rather than a higher one.

VII. CONCLUSION

In this paper, we proposed a concealability-rate-distortion
tradeoff in anti-forensic systems. Specifically, we defined
concealability and characterized the C-R-D tradeoff in double
JPEG compression anti-forensics. To obtain the tradeoff, we
proposed a flexible anti-forensic dither to vary the strength of
anti-forensics. We also provided an anti-forensic transcoder
to more efficiently accomplish the tasks of anti-forensics
and recompression. We then experimentally characterized the
C-R-D tradeoff by polynomial surfaces regarding whether the
secondary quality factor is lower or higher than the first one.
From the experimental results, we found two surprising results.
The first one is that if the forger recompresses using a lower
secondary quality factor, applying anti-forensics with greater
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strength will decrease the data rate. The second one is that
the forger is always incentivized to recompress using a lower
secondary quality factor. This is because our results have
shown that, for any pairing of concealability and distortion
values achieved by a higher secondary quality factor, the forger
can choose a lower secondary quality factor that will achieve
the same concealability and distortion values yet at a lower
data rate.
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