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ABSTRACT

The two-dimensional discrete cosine transform (2-
D DCT) has been widely recognized as the most
effective technique in image data compression. In
this paper, we propose a new algorithm to com-
pute the 2-D DCT from a frame-recursive point of
view. Based on this approach, a real-time paral-
lel lattice structure for the 2-D DCT is developed.
The system is fully-pipelined with throughput rate
N clock cycles for an N x N successive input data
frame. This is the fastest pipelined structure known
so far. Moreover, the 2-D DCT architecture is mod-
ular, regular, and requires only two 1-D DCT blocks
which can be extended directly from the 1-D DCT
array. We also propose a parallel 2-D DCT archi-
tecture and a new scanning pattern for the HDTV
system to achieve higher performance.

1. INTRODUCTION

In recent years, much research has been focus on
image data compression, especially for the applica-
tion of the next generation TV, “HDTV”. To make
HDTV systems practical, bit rate reduction and
data compression are indispensable [5]. The DCT
coding approach has obtained most attention due to
its superior energy compaction property and much
simpler computations than the optimal Karhunen-
Loeve transform (KLT). To satisfy the high speed
video transmission system, fast and efficient algo-
rithm to implement the 2-D DCT with simple hard-
ware is strongly demanded [1, 2, 4]. The irregular-
ity, global communication, and transposition delay
of the existing 2-D DCT architectures have severe
impacts on high speed video signal processing sys-
tems. Here we propose a new real-time recursive
2-D DCT architecture which requires only two 1-D
DCT arrays and no transposition is required.

tThe work is partially supported by ECD-8803012.

2. FRAME RECURSIVE 2-D DCT
ARCHITECTURE

A new algorithm for the 2-D DCT by employing
the frame-recursive concept [3] on successive input
frames is presented. We adopt the frame-recursive
approach since in digital signal transmission data
arrive seriesly. Such approach can obtain the 2-
D DCT in real-time recursively. Based on this
method, a parallel and fully-pipelined 2-D DCT
lattice structure which can dually generate the 2-
D DCT and discrete sine-cosine transform (DSCT)
is developed. The 2-D DCT {X.(k,l,t) : k,I =
0,1,..,N — 1.} and 2-D discrete sine-cosine trans-
form (DSCT) {X,c(k,I,t) : & = 1,2,..,N;l =
0,1,..,N — 1.} of an N x N 2-D data sequence
{z(m,n) : m = 0,1,2,.;n = 0,1,..,N—1}is
defined as
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where

L ifk=0andk=N
(vt !
C(k) { 1 otherwise.
In the following, we call X (k,!,t) and X,.(k,!,?)
the the t’th frame 2-D DCT and 2-D DSCT of an
N x N 2-D data frame z(m,n). The recursive re-
lations for the (¢t + 1)’th frame transformed data
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Xe(k, 4t +1) and X,.(k,1,t + 1) as well as the #’th
frame transformed data Xe(k,1,t) and X,.(k,1,1)
are given by

- Tk = . [(7k
Xe(k,1,t+1) = X, cos (W) +X 4csin <F> , (3)

and
Xsc(k, Lt+ 1) = Y‘,c cos (%k) - 75 sin (%’c) s
(4)
where
— 4 t+N N-1
Xe=55CHCM) 3 > a(m,n)
m=t+1l n=0
 cos [7r[2(m ;A?;) + l]k] cos [w(?;; l)l] 5)
and
. 4 t+N N-1
X.e = 35C(k)CO) > D z(m,n)
m=t+1 n=0
. [72(m =) + 1]k 7(2n + 1)l
~sm[ 5N ]cos[ SN ](6)

The relations between X, and X,. and the previous
transformed data X, (k,I,t) and Xsc(k,1,t) are

X = Xc(k,1,t) + 6.(k, I,t)—va(k) cos (%) , (7)

and

Xoe = Xoe(k, 1,8) + 6.(k, I,t)—;')\;C(k) sin (%) .
(8)

And the intermediate values 6,(k, !} are

9 N-1
bc(k, 1) = NC(I)E[(—l)km(N,n)—z(O,n)]

- cos [M} .

TN 9)

The relation between X.(k,I,¢ + 1) and X (k,1,t)
is realized by lattice array IT with lattice module
shown in Fig. 1. It is noted that é.(k, I) in (9) is the
1-D DCT of the data vector which is the difference
between the parity of the (¢ + N)’th row and ¢’th
row of the 2-D input sequence. It can be shown
that é.(k,!) can be generated time recursively by
the lattice array I whose lattice module is plotted

in Fig. 2. The fully-pipelined lattice structure for
the 2-D DCT and DSCT is shown in Fig. 3 which
includes one LAI, one LAII, and two circular shift
arrays and shift register arrays.

The circular shift array in the middle of the sys-
tem is an N x 1 shift register array. This special shift
register array loads an N x 1 data vector from the
LAI every N clock cycles, then it shifts the data cir-
cularly and sends the data to the LAIT every clock
cycle. There are three inputs in LAII, §,, Xc(k, 1)
and X,(k,l,t), where the 6, comes from the circu-
lar shift array, and X.(k,!,t) and X,(k,I,t) from
the shift register arrays located behind the LAII.
We divide the LAII into two groups: the LAIIcyen
and LAIl,44. Each includes N/2 lattice modules
as shown in Fig. 3. The LAII,,., contains only
those lattice modules for even transformed compo-
nents k, while LAII, ;4 contains only the odd lattice
modules. The shift register array contains 2N x N
registers which are used to delay data for N clock
cycles.

We will show how to apply the frame-recursive
concept to obtain the 2-D DCT. Our approach is to
send the input sequence z(m, n) row by row directly
into the LAI. It takes N clock cycles for the LAT
to complete the 1-D DCT of one row input vector,
then the array sends the 1-D DCT data in parallel
to the CSMII as shown in Fig. 3. The circular shift
matrix II (CSMII) is an (N + 1) x N sequential
shift register. At the output of the CSMII, the 1-D
transformed data of the (¢ + N)th row and #’th row
are added together according to (9) depending on
the sign of the k components (see Fig.3). Then the
results are sent to CSAs. The upper CSA translates
the intermediate value 6.(k,!) to the lattice array
Ileyen, as do the lower CSA except that the signs
of the output of the CSA are changed before being
sent to the lattice array I,q4q. Since LAIL,.,, and
LAIIb4q have only N/2 modules, every 8. is floating
for N/2 clock cycles. It is noted that a specific 2-
D transform data X.(k,{,t + 1) and X,c(k,I,t + 1)
are updated recursively every N clock cycles from
Xe(k,1,t) and X,.(k,1,t). Therefore the outputs of
the LAIT are sent into the shift register array (SRA)
where data are delayed by N clock cycles. Each
SRA contains N/2 shift registers each with length
N. The data in the rightest registers are sent back
as the X.(k,1,t) and X, (k,1,t) of LAII. At the
N2 clock cycle, the 2-D DCT and DSCT of the 0’th
frame are available. After this, the 2-D transformed
data of successive frames can be obtained every N
clock cycles.
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There are many interesting results in this struc-
ture. First, the lattice array can be viewed as a fil-
ter bank. It is because every lattice module itself is
an independent digital filter with different frequency
components ! = 0,1,.... N — 1. Moreover, all the
lattice modules in this architecture have the same
structure which is regular, modular, and without
global communication. Second, the system requires
only 2 1-D DCT arrays and is fully pipelined with
throughput rate N clock cycle for frame-recursive
approach. A comparison with existing algorithms is
given in Table 1.

3. APPLICATION TO HDTV SYSTEMS

Most of the 2-D DCT implementations in HDTV
systems are based on the row-column decomposi-
tions methods [5, 6]. Although fast algorithms ex-
ist for the 1-D DCT, the second 1-D DCT cannot
start until all the first 1-D DCTs are completed. To
speed up the operations, one method is to execute
the first 1-D DCT in parallel. For the 8 x § case,
there are 8 1-D DCT blocks to perform the first
transform simultaneously. Assuming that each sig-
nal is 10-bit long, in order to to satisfy the precision,
then the total number of bits required in the input
is 640 bits, which is not practical in the circuit re-
alizations. From this point of view, our serial input
2-D DCT system is more practical in hardware im-
plementations. Moreover, if the speed of the circuit
components, such as the ROM and adder, is high
enough, our 2-D DCT system can be executed as
fast as the sample clocking rate.

Although our 2-D DCT implementations are ef-
fective, transforming a video frame of 1080 x 1920
still requires intensive computations. Therefore, we
designed a 2-D DCT architecture suitable for the
HDTYV system to achieve higher performance. The
block diagram of the 2-D DCT encoder is shown in
Fig. 4, where five 2-D DCT chips are included. Five
chips were used because the ratio of pixel numbers
per line for luminance signal Y and color difference
signals U and V is 4:2:2. As the sampling frequency
of HDTV is very high, the pixels of Y are divided
into four groups, in order to carry out DCT in par-
allel. Additionally, the color difference signal Y and
U are switched alternatively to another DCT coder.
The scanning processor shown in Fig. 4 is used to
divide the signal into four luminance components
and one color difference component. The outputs
of the 2-D DCT transformed data are sent to the
entropy encoder in parallel or through multiplexers.

Since the transform block size is 8 x 8, we divided
the frame into 135 x 240 blocks and 240 channels
as shown in Fig. 5. The 2.D DCT are executed
on each channel whose scanning pattern is shown
in Fig. 5. This scanning pattern reflects the fact
that our system is based on row by row scanning
order and is fully pipelined. Thus, such a scanning
method would maximize the system throughput.

4. CONCLUSIONS

In this paper, we propose a new 2-D DCT algorithm
based on a frame-recursive approach. The resulting
2-D DCT architecture can be obtained by using only
two 1-D DCT arrays, at the same time, the trans-
position procedure is eliminated. It, therefore, does
not have the drawback of the row-column decom-
position method in which a transposition is needed
between the first and the second 1-D DCT. The par-
allel 2-D DCT architecture and the scanning pattern
proposed in Section 3 can process the video data in
real time and eliminate the waiting time in the DCT
codings so that the system performance can be max-
imized. Consequencely, our real-time parallel and
fully-pipelined 2D-DCT structure is very attractive
in high speed transmission systems.
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Table 1: Comparisons of different 2-D DCT algorithms.
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