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Abstract— Time-reversal (TR) wideband communication
systems enjoy the spatial–temporal focusing effect in a rich-
scattering environment. However, the performance degrades in
the presence of carrier frequency offset (CFO). The impact of
CFO can be mitigated by compensating the estimated CFO
values obtained using CFO estimators. Yet, CFO estimators in
literature cannot work well in wideband TR systems due to
the fact that the normalized CFO values are very small and
thus cannot be estimated accurately using conventional schemes.
To address this issue, we propose four CFO estimators which are
capable of accurate CFO estimations for wideband TR systems.
The theoretical performances of the proposed estimators are
analyzed. Additionally, realizing that phase wrapping might
introduce severe bias into CFO estimations, we present the
conditions on the system parameters so that phase wrapping
can be avoided. Extensive simulations and experimental results
demonstrate the superiority of the proposed methods.

Index Terms— Time-reversal wideband communication, car-
rier frequency offset, estimation, phase wrapping, time-reversal
focusing effect.

I. INTRODUCTION

IN WIRELESS communication, carrier frequency off-
set (CFO) occurs when the local oscillator for downcon-

version at the receiver fails to fully synchronize with the local
oscillator for upconversion at the transmitter in terms of the
center frequency [1]. It degrades the wireless communication
systems by introducing a linear phase rotation, destroying
the orthogonality between different users, and undermining
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the accuracy of the initial cell search in direct-sequence
code division multiple access (DS-CDMA) systems [2], [3].
In the orthogonal frequency-division modulation (OFDM)
multi-carrier systems, CFO introduces attenuation onto useful
signals and harms the orthogonality among subcarriers [1], [4].

Many efforts have been made to address the CFO issue.
Ubolkosold et al. propose a non-linear least-square (NLS)
CFO estimator for flat-fading channels [5]. The estimator
searches for the spectral maxima after performing fast Fourier
transform (FFT). Keller and Hanzo devise an estimator based
on the cyclic prefix which leverages the delay and correlation
algorithm for the calculation of a timing metric in OFDM sys-
tems [6], and it searches for the maximum peak of the timing
metric for symbol timing and CFO estimation. An improved
timing metric is studied by Beek et al. in [7] with the log-
likelihood function for the received signal parameterized by
CFO and symbol timing offset derived. Maximizing the log-
likelihood function leads to a joint estimation of the symbol
timing and CFO. Different from [7], Schmidl and Cox leverage
the training sequence (TS) with two identical halves before the
data frames [8]. Within a sliding window, the receiver com-
putes the averaged and normalized auto-correlation function.
Then, a joint estimation of timing offset and CFO estimation
is formulated by locating the peak in the timing metric.
To improve the performance, two novel training sequences are
presented by Minn et al. [9] and Kim et al. [10].

Recently, time-reversal (TR) wideband communication is
attracting more and more attention since it can fully harness
the energy of multipath components in the rich-scattering
environment for wireless communication [11]. It is an ideal
paradigm for low-complexity, low energy consumption green
wireless communication [12]. In virtue of its asymmetric
architecture, only one-tap detection is required at the TR recei-
ver [13]. As a result, the complexity of the TR receiver is
reduced significantly in comparison with the OFDM recei-
vers [14] and single-carrier receivers using frequency-domain
equalizer (FDE) [15].

However, like other wireless communication systems,
TR systems suffer from CFO. As a wideband system, TR sys-
tems impose a more stringent requirement on the accuracy of
CFO estimation since within the same time slot, more symbols
would be affected by the CFO in comparison with narrowband
systems. Yet, to the best of our knowledge, there is no existing
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work in the literature studying the effect of CFO in TR com-
munication systems, nor proposing methods to address it.
On the other hand, existing CFO estimation schemes cannot
work well in TR systems due to the following reasons: (i) the
high sampling rate in TR wideband systems [16] makes the
normalized CFO very small. Thus, a long training sequence
is needed in the training-based schemes to estimate the
tiny CFO accurately, incurring significant training overhead.
(ii) Since the cyclic prefix blocks associated with different data
blocks differ from each other, schemes leveraging cyclic prefix
are unable to reuse the same cyclic prefix block. As we show
in this paper, schemes with reusing outperform those without
reusing. (iii) Most CFO estimators neglect the issue of phase
wrapping, which introduces bias into CFO estimations [17].

In this paper, we investigate the impact of CFO on
TR wideband communication systems and propose methods
to counteract CFO. Identical pilot blocks are inserted into data
frames. With the assistance of these pilot blocks, we propose
four different CFO estimation methods, i.e., angle-of-mean/
mean-of-angle with/without reusing. The main idea is: the
phase of the average correlation between two pilot blocks
is linear in the CFO. Theoretical analysis on the bias and
mean-square-error (MSE) of different methods is presented as
well. Additionally, we study the impact of phase wrapping on
the performances and discuss the way to avoid it. The effect
of CFO on the TR focusing gain is also analyzed. Extensive
simulation and experimental results demonstrate the superior
performance of the proposed methods.

The rest of this paper is organized as follows. We present
a brief background review on the TR technique in Section II.
Then, we introduce the system model in Section III and pro-
pose four CFO estimators in Section IV. Theoretical analyses
are conducted in Section V. Simulation and experimental
results are presented in Section VI and VII, respectively.
Finally, we draw conclusions in Section VIII.

Notations: x denotes a scalar, and x denotes a vector.
Z

+ denotes the set of positive integers. CN (μ, σ 2) denotes the
complex Gaussian distribution with mean μ and variance σ 2.
�[X] and �[X] are the real and imaginary part of a complex
argument X . atan [X] is the arctangent of argument X . �[X] =
atan

[ �[X ]
�[X ]

]
is the angle of the complex argument X . For a ran-

dom variable X , E [X] and Var [X] stand for the expectation
and variance of X . For an estimator X̂ , Bias [X̂ ] and MSE [X̂ ]
denote the bias and mean squared error (MSE) for the
estimation. ∗ stands for the linear convolution, and X∗ stands
for the conjugate of a complex argument X . ||x||2 stands for
the L2 norm of vector x .

II. BRIEF HISTORY OF TIME REVERSAL

Computational time-reversal is a signal processing tech-
nique that could focus the energy of the wave onto the source
location from where the wave is emitted [18]. The history
of the computational TR dates back to 1950’s when Bogert
uses TR to correct delay distortion in a slow-speed picture
transmission system [19]. Later, it is shown by Amoroso
that the TR waveform is the optimal solution to a con-
strained optimization problem in digital communications [20].

Fig. 1. Architecture of the time-reversal communication system.

An important property of TR is the spatial-temporal focusing
effect: the energy of signal waves is concentrated at a specific
location in the space and at a specific time instance. This
effect is verified experimentally using ultrasonic and acoustics
waves [21], [22], and later with electromagnetic waves [12].

Thanks to the focusing effect, TR is widely used in a variety
of applications. In [23], Devaney utilized TR-MUSIC algo-
rithm to resolve targets within a certain area, known as
TR imaging. The performance of TR-MUSIC is studied in [24]
and its stability is analyzed in [25]. Moura and Jin adopted TR
in a single antenna system and later an antenna array for
target detection in highly cluttered environment [26], [27].
Moreover, TR is a promising candidate in future 5G commu-
nication systems, since it could collectively address the major
challenges in indoor wireless communications, thanks to its
massive multipath effect, high capacity, and scalability [28].
In [13], Han et al. presented a TR-based multi-user multiple
access wireless communication system.

Additionally, TR is a promising paradigm for green internet-
of-things (IoT) by extending the battery life, accommodating
low-cost and heterogeneous terminals, and providing physical
layer security [11], [29]. Applications of TR in IoT include
centimeter-level indoor localization [30], [31], human recog-
nition [32], event detection [33], speed estimation [34], and
monitoring of vital signs [35].

III. SYSTEM MODEL

The architecture of the TR wireless communication system
is shown in Fig. 1. One cycle of TR transmission consists of
a channel probing (CP) phase and a data transmission (DT)
phase. In the CP phase, the terminal device (TD) sends a
CP signal to the access point (AP) to facilitate channel impulse
response (CIR) estimation. In this work, we consider the
Golay sequence [36] as the CP signal. Then, AP generates
a signature g based on the estimated CIR. In the DT phase,
AP convolves the encoded signal with the signature g. The
transmitted signal convolves with the channel naturally, which
is mathematically equivalent to the matched filtering. TD esti-
mates and mitigates CFO, and decodes the signal using a
Viterbi decoder.

TR wireless communication utilizes the channel reciprocity
and that the channel remains static during the TR transmission.
Both features are verified experimentally in [12].

Thanks to the asymmetric structure, the complexity of
TDs can be driven down dramatically since both channel
estimator and equalizer are not required at TDs. Nevertheless,
CFO inevitably disturbs the performance of TR systems.
It affects both the CP phase and the DT phase in two different
ways: CFO gives rise to phase distortion into the signature g
at the access point in the CP phase, while it leads to a time-
varying phase rotation at the terminal device in the DT phase.
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Both effects are described in details in the subsequent part of
this section.

A. Signal Model in Channel Probing Phase
In the CP phase, TD constructs and sends a Golay

sequence composed with −1 and 1 with a length of LGS

to facilitate accurate channel estimation, denoted as G =
{G[k]}k=0,1,··· ,LGS−1 generated by the low-complexity scheme
proposed in [37]. Denote its scaled and time-reversed version
given as G̃ = {G̃[k]}k=0,1,··· ,LGS−1 with G̃[k] = G[LGS−1−k]

LGS
,

k = 0, 1, · · · , LGS −1, the cross correlation between G and G̃
is defined as

J [n] =
min(LGS−1,n)∑

k=max(0,n+1−LGS)

G[k]G̃[n − k]

= 1

LGS

min(LGS−1,n)∑
k=max(0,n+1−LGS)

G[k]G[LGS − 1 − n + k],

n = 0, 1, · · · , 2LGS − 2 (1)

which equals 1 at n = LGS −1 and much smaller when n > 0.
On reception of the transmitted Golay sequence from TD,

AP performs a decimation with a factor of ψ . The k-th rec-
eived signal is denoted as YC P [k] which takes the form below:

YC P [k] = (G ∗ hC P)[k]e j2π� f Tsψk + nC P [k], (2)

where {hC P [�]}�=0,1,··· ,L−1 is the L-tap CIR between the
AP and the TD in the CP phase.1 Assume that the CIR reci-
procity to hold and that the CIR remains static, we could
rewrite hC P [�] as h[�]. � f = fAP − fT D is the CFO,
i.e., the difference between the local oscillator frequencies
at the TD and that at the AP, nC P [k] ∼ CN (0, σ 2

C P ) is the
channel noise in the CP phase, Ts is the sampling interval
before decimation, and Tb = ψTs the baseband sampling
interval after decimation.

The CIR can be estimated by convolving the received signal
in (2) with G̃. The estimated CIR can be expressed by

ĥ[�] = (G̃ ∗ YC P)[�+ LGS − 1]

=
L−1∑
�′=0

h[�′]
LGS−1∑
m=0

G̃[m]G[�+ LGS − 1 − �′ − m]

× e j2π� f Tsψ(�+LGS−1−m) + n′[�+ LGS − 1], (3)

where n′[k] = (G̃ ∗ nC P)[k]. Since G̃ contains a scaling
factor of 1/LGS , n′[k] can be regarded as a summation
of many zero mean complex Gaussian noises scaled by a
factor of 1/LGS . When LGS is sufficiently large, n′[k] can
be ignored. Meanwhile, � f Ts is very small in wideband
TR systems, e j2π� f Tsψ(�+LGS−1−m) can be approximated
as e j2π� f Tsψ(�+LGS−1) for all m. As

∑LGS−1
m=0 G̃[m]G[� +

LGS − 1 − �′ − m] has a strong peak when � = �′ due
to (1), (3) can be approximated as

ĥ[�] ≈ h[�]e j�ωψ�e jθ (4)

where �ω = 2π� f Ts is the normalized CFO (NCFO), and
θ = 2π� f Tsψ(LGS − 1) is the common phase error (CPE).

1In the presence of pulse shaping filters, the CIR can be considered as the
effective channel expressed as the linear convolution between the physical
channel and the pulse shaping filters.

B. Signal Model in Data Transmission Phase

In the DT phase, the received baseband signal after deci-
mation ψ and back-off D is given by [12]

Y [k] = S[k]e− j�ωDψke− jθ + nDT [k], (5)

where

S[k] = (h ∗ g)[L − 1]X

[
k − L − 1

D

]

︸ ︷︷ ︸
S1[k]

+
(2L−2)/D∑

l=0,l �=(L−1)/D

(h ∗ g)[Dl]X[k − l]
︸ ︷︷ ︸

S2[k]

. (6)

In (6), X[k] is the k-th transmitted symbol with X[k] = 0,
∀k < 0, and D is the back-off rate. As shown in [12], the inter-
symbol-interference reduces as D increases. nDT [k] is the
zero-mean complex Gaussian noise with variance σ 2, S1[k] is
the useful part which carries the transmitted symbol, and
S2[k] is the inter-symbol-interference (ISI). g[k] the signature
given by

g[k] = ĥ∗[L − 1 − k]√∑L−1
�=0 |ĥ[�]|2

= h∗[L−1−k]e−j�ω(L−1−k)ψ

√∑L−1
�=0 |h[�]|2

, (7)

where the noise in channel estimation is neglected when
LGS is sufficiently large.

Substituting g[k] into S[k] yields

S[k] = β(�ω)X
[
k − L ′] e− jθ + η[k], (8)

where L ′ = L−1
D and is assumed to be a positive integer.2

η[k] is the ISI given by

η[k]

=
(2L−2)/D∑
�=0,l �=L ′

L−1∑
�′=0

1√∑L−1
�=0 |h[�]|2

h[�′]

× h∗[L − 1 − D�+ �′]e− j�ωψ(L−1−D�+�′)e− jθ X[k − �],
(9)

and

β(�ω) =
∑L−1
�=0 |h[�]|2e− j�ωψ�

√∑L−1
�=0 |h[�]|2

= |β(�ω)|e j�[β(�ω)] (10)

is the complex scaling factor by using the signature g[k]
in (7) under �ω. Its amplitude |β(�ω)| is termed as the
TR focusing gain. When �ω = 0, the TR focusing gain attains
its maximum as [12]

|β(0)| = β(0) =
√√√√

L−1∑
�=0

|h[�]|2, �[β(0)] = 0 (11)

indicating that TR technique fully harnesses the rich-scattering
environment by combining multipaths components coherently.
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Fig. 2. Frame structure of the TR system in the channel probing phase and
data transmission phase.

IV. CARRIER FREQUENCY OFFSET ESTIMATION

Fig. 2 demonstrates the frame structures in both the
CP and DT phases. According to the simulation results as
shown in Fig. 4(b) in Section VI, �ω has very limited effect
on the signature g[k] in (7) when �ω = 8 × 10−5. Therefore,
CFO estimation is not compulsory in the CP phase for typi-
cal CFO values on the order of 10−5. Meanwhile, to facilitate
CFO estimation in the DT phase, we insert identical pilot
blocks P1, P2, · · · , PNp−1 into data blocks D1, D2, · · · , DNd

and we append an additional pilot block PNp behind the last
data block DNd . Here, Np and Nd represent the total number
of pilot and data blocks, where Np = Nd + 1. The length for
each pilot block is M and that of each data block is N . The
length of one transmission block is thus Q = M + N . The
block index is denoted as i .

Given the frame structure in Fig. 2, �ω can be estimated by
first calculating the auto-correlation �n1,n2[k] using symbols
inside the n1-th and n2-th pilot blocks, expressed as

�n1,n2 [k]
= Y [k + n1 Q + L ′]Y ∗[k + n2 Q + L ′]
= |S[k]|2e j�ωDψ(n2−n1)Q

+ n[k + L ′+n1 Q]S∗[k + L ′+n2 Q]e j (�ωDψ(k+L ′+n2 Q)+θ)

+ n∗[k+L ′+n2 Q]S[k+L ′+n1 Q]e−j (�ωDψ(k+L ′+n1 Q)+θ)

+ n[k + L ′ + n1 Q]n∗[k + L ′ + n2 Q], (12)

with Y [k] given in (5) and nDT [k] is written as n[k] for
convenience. Thus, �ω can be estimated as

�̂ω = �
[ 1

M�i,i+1[k]]
QDψ

, (13)

where the pilot block index i takes value in {0, 1, · · · , Np −2}.
Inspired by (13), we propose four estimators:

�̂ω =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�
[

2
M Np

∑Np/2−1
i=0

∑M−1
k=0 �2i,2i+1[k]

]

QψD
, AOM-NR

2
∑Np/2

i=1 �
[

1
M

∑M−1
k=0 �2i,2i+1[k]

]

Np QψD
, MOA-NR

�
[

1
M(N ′

p−1)

∑N ′
p−2

i=0

∑M−1
k=0 �i,i+1[k]

]

QψD
, AOM-R

∑N ′
p−2

i=0 �
[

1
M

∑M−1
k=0 �i,i+1[k]

]

(N ′
p − 1)QψD

, MOA-R

(14)

2In practice, L ′ is estimated from short preambles in the TR DT phase,
which is out of the scope of this paper.

Fig. 3. Architecture of the proposed methods. (a) Schemes without reusing
pilot block, Nd = 3, Np = 4. (b) Schemes reusing pilot block P2, N ′

d = 2,
N ′

p = 3.

where AOM stands for Angle-of-Mean, MOA for Mean-of-
Angle, R for reusing, and NR for non-reusing. Np is the
number of pilot blocks for the non-reusing schemes, while
N ′

p is the counterpart for the reusing schemes.
The four variants mainly differ in two aspects: (i) the oper-

ational sequences of mean and taking angle (ii) whether or not
the same pilot blocks are used. These two aspects are analyzed
as follows:

• The MOA schemes are more complicated than the
AOM counterparts. This is because that only one angle
operator (�) is needed in the AOM, while MOA uses
Np/2 angle operators. However, MOA schemes are
more suitable for tracking time-varying CFO values: for
each pair of pilot blocks, MOA scheme generates one
CFO estimation which can be used to compensate the
data block immediately, while AOM scheme calculates
the CFO after receiving multiple pairs of pilot blocks.

• The reusing schemes reuse the same pilot blocks to
enhance the estimation performance in comparison with
the non-reusing methods, which is shown later in this
section. However, reusing the same pilot block requires
an extra buffer dedicated to store the pilot block and the
overhead can be costly when the pilot block size is large.

We illustrate the proposed schemes in Fig. 3. In the
non-reusing schemes, we calculate�1 from P1 and P2, and�2
from P3 and P4, while in the reusing schemes, we reuse the
same pilot block P2 to calculate �1 and �2.

Remark 1: The proposed estimators resemble the maximum
likelihood estimator (MLE) on CFO given multiple identical
preamble blocks proposed by Cheng and Chou [38]. More
specifically, for a total of N ′

p = B + 1 pilot blocks, the
MLE takes the form below:

�̂ωMLE = 1

QψD

B∑
m=1

1

m
�
[

M−1∑
k=0

B∑
p=m

�p−m,p[k]
]
. (15)

The Cramér-Rao lower bound (CRLB) for the CFO estimation
is derived as well in [38] for multiple identical premable
blocks. Under the notations of this paper, the CRLB is given
as

CRLB [�ω] = 6σ 2(σ 2 + B + 1)

M Q2ψ2 D2(B + 1)2
[
(B + 1)2 − 1

]. (16)

The difference between the MLE in (15) and the proposed
estimators are listed as follows:

• The MLE estimator in (15) considers all possible separa-
tions between pilot blocks, i.e., Q, 2Q, 3Q, · · · , B Q
for B + 1 pilot blocks, indicated by �p−m,p[k] in (15).
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The proposed four estimators only consider adjacent
pilot blocks implied by �2i,2i+1[k] in the non-reusing
schemes and �i,i+1[k] in the reusing schemes. Thus,
the complexities of the proposed schemes are lower than
the MLE.

• The MLE (16) neglects the issue of phase wrapping: the
phase rotation between two pilot blocks with a separation
of i Q is given as �ωDψi Q and could grow beyond ±2π
when i is large, known as phase wrapping. In this aspect,
the proposed estimators are more resilient against phase
wrapping, since only adjacent pilot blocks are used.

Therefore, the proposed estimators are the low-complexity
versions of the MLE in [38] and is more robust against phase
wrapping. Estimation performance with phase wrapping is
discussed in Section V-C. �

Given �̂ω, the CPE θ is estimated by cross-correlating the
pilot symbols with the received signal after CFO compensa-
tion, given as3

θ̂ = −�
[ Np∑

i=0

M−1∑
q=0

e j�̂ωψD(i Q+q+L ′)Y [i Q + q + L ′]

× X∗[i Q + q]
]
, (17)

where Np = Np for the non-reusing schemes and Np = N ′
p

for the reusing schemes. Then, the phase of the received
data Y [k] in data block i is corrected as

Ỹ [k] = Y [k]e j
(
�̂ωψDk+θ̂

)
, k = (i − 1)Q + M + q + L ′,

0 ≤ q ≤ N − 1. (18)

Finally, the phase-corrected symbols Ỹ [k] are processed by a
Viterbi decoder, yielding the decoded symbols given as X̂[k].

V. PERFORMANCE ANALYSIS

We analyze the theoretical bias and MSE performances of
the proposed estimators. Firstly, we present the results with-
out phase wrapping. Secondly, we analyze the performance
degradation with phase wrapping and propose a method to
avoid phase wrapping. The loss of the TR focusing gain is
studied as well.

A. Bias and MSE Performances Without Phase Wrapping
For simplicity of analysis, we make the assumptions as

shown in Appendix A. The bias and MSE performances are
given as

Bias(�̂ω) = E
[
�̂ω −�ω

]
,

MSE(�̂ω) = E

[(
�̂ω −�ω

)2
]
. (19)

Theorem 1: The four proposed estimators in (14) are unbi-
ased under the assumptions shown in Appendix A, i.e.,

Bias(�̂ω) = 0. (20)

Assuming that AOM-NR and MOA-NR use Np = 2B
pilot blocks, while AOM-R and MOA-R use N ′

p = B + 1

3Since we mainly focus on the CFO estimator in this paper, performance
analysis of the CPE estimator is omitted.

pilot blocks, the MSEs are given as

MSE(�̂ω) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

F

(
1

M B

[
σ 2 + σ 4

2

])
, AOM-NR

F

(
1

M

[
σ 2 + σ 4

2

])
/B, MOA-NR

F

(
1

M B

[
σ 2

B
+ σ 4

2

])
, AOM-R

V (M, σ 2), MOA-R

(21)

where

F(y) =
∫ π

2
0

2x2√
2πy

e− tan2(x)
2y 1

cos2(x)
dx

Q2ψ2 D2 , (22)

V (x, y) = F(y)

B
+ 2(B − 1)

B2 Q2ψ2 D2 U(x, y), (23)

U(x, y) =
∫ ∞

u=−∞

∫ ∞

v=−∞
atan (u)atan (v)

× x

2π
(

y+ y2

2

)√
1− 1

(2+y)2

e

−

⎡
⎢⎣

x
(

u2+v2+ 2uv
2+y

)

y+y2
2

⎤
⎥⎦

2

(
1− 1
(2+y)2

)

dudv.

(24)

Proof: Proofs are given in Appendix B-A, B-B, B-C,
and B-D.

Remark 2: For a fair comparison between the non-reusing
and reusing schemes, we use different numbers of pilot blocks
such that both schemes could formulate the same number
of �i,i+1[k] terms. For instance, in the AOM-R method, with
N ′

p = B + 1 pilot blocks, we could obtain a total of B terms
of �i,i+1[k] with i = 0, 1, · · · , B . Similarly, in AOM-NR,
with Np = 2B pilot blocks, we could also obtain in total
of B terms of �2i,2i+1[k] with i = 0, 1, · · · , B . �

B. Bias and MSE Performances With Phase Wrapping

Results of Theorem 1 should be modified when phase
wrapping occurs as follows:

Theorem 2: When phase wrapping occurs, the bias and
MSE of the proposed estimators are given by

Bias(�̂ω)|PW = ± 2zπ

QψD
, z ∈ Z

+, (25)

MSE(�̂ω)|PW = MSE(�̂ω)+ 4z2π2

Q2ψ2 D2 , z ∈ Z
+. (26)

Proof: Proofs are given in Appendix B-E.

C. Limitation on Q to Avoid Phase Wrapping

Eq. (22) and (23) show that the MSE improves when Q
becomes larger. However, when Q exceeds a certain boundary,
phase wrapping occurs and introduces bias, degrading the
MSE performances as shown in Theorem 2. In this part,
we discuss how to choose Q appropriately in system design
to avoid phase wrapping.

First, consider the ideal case without noise, (12) reduces to

�0,1[k] = |S[k]|2e j�ωQψD, (27)
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and thus �ω = ��0,1[k]
Q Dψ . However, �ω ± 2zπ

QψD , z ∈ Z
+

produce the same values of �0,1[k], giving rise to uncer-
tainties on �ω. Such uncertainty is known as the phase
wrapping issue, and it leads to an additional and growing
phase in the compensated symbols Ỹ [k] which deteriorates
the decoding performance. To avoid this, we must ensure that
|�ωQψD| < π . In the presence of noise, the condition can
be written as

Q <
λπ

|�ω|Dψ , (28)

where λ ∈ (0, 1] is a scaling factor introduced for robustness.
Therefore, one should choose a large Q to improve the
MSE performance, but not beyond the limitation imposed
by (28).4

Remark 3: The MLE (15) considers pilot blocks with dif-
ferent separations and the maximum phase rotation between
symbols inside two pilot blocks with B pilot blocks
is �ωDψB . Therefore, the estimation range of �ω to avoid
phase wrapping shrinks by a factor of B in comparison with
the proposed schemes. �

D. Effect of �ω on Channel Probing

In this part, we study the impact of �ω on CP phase.
As can be seen from (10), the effect of CFO is twofold:
(i) it introduces an attenuation on the maximal TR focusing
gain (ii) it leads to an additional phase rotation on the
estimated CIR.

Firstly, we study how �ω attenuates the TR focusing
gain. Assume that the CIR is random and follows a certain
distribution, and define the ratio between the expectation of
|β(�ω)|2 over the expectation of |β(0)|2 in (11) as ρ(�ω),
shown as

ρ(�ω) =
E

[∣∣∣∑L−1
�=0 |h[�]|2e− j�ωψ�

∣∣∣
2
]

E

[(∑L−1
�=0 |h[�]|2

)2
] . (29)

ρ(�ω) provides insights on how �ω affects the TR focus-
ing gain. ρ(�ω) under exponential decaying channel and
complex Gaussian channel can be derived straightforwardly.

For exponential decaying channel, E
[|h[�]|2] = e

− �Ts
σT ,

� = 0, 1, · · · , L − 1, where σT is the delay spread of the
channel. For complex Gaussian channel, E

[|h[�]|2] = σ 2
h ,

� = 0, 1, · · · , L −1. The results are presented in the following
theorem.

Theorem 3: ρ(�ω) for the exponential decaying channel is

ρ(�ω) =
1−e

− 2LTs
σT

1−e
− 2Ts
σT

+ 1−2e
− Ts L
σT cos(�ωψL)+e

− 2Ts L
σT

1−2e
− Ts
σT cos(�ωψ)+e

− 2Ts
σT

1−e
− 2LTs

σT

1−e
− 2Ts
σT

+
(

1−e
− LTs
σT

1−e
− Ts
σT

)2 , (30)

4Although �ω is not known exactly, we could infer the range of �ω based
on the specifications of the local oscillators and use the maximum value
of �ω, denoted as �ωmax, to replace �ω in (28).

TABLE I

PARAMETER SETTINGS IN SIMULATIONS

and ρ(�ω) for complex Gaussian channel is

ρ(�ω) = L + 1−cos(�ωψL)
1−cos(�ωψ)

L + L2 . (31)

Proof: Proofs are given in Appendix C.
Secondly, we discuss the phase rotation on CIRs caused

by CFO. As shown by (10), the phase rotation associated
with the �-th channel tap is given as �ωψ�, and the max-
imum phase rotation is �ωψ(L − 1). For a parameter setting
of L = 30, �ω = 8 × 10−5, ψ = 4, the maximum phase
rotation is 0.0067 radians or 2.4 degrees, which is very small
and can be ignored.

Now, we can conclude that the CIR phase rotation is less
important than the TR focusing gain attenuation. In Section VI,
we demonstrate that the loss of TR focusing gain is negligible
as well. In summary, the CFO would only slightly affect the
performance of TR communication.

VI. SIMULATION RESULTS

In this section, we present simulation results of the pro-
posed CFO estimators and justify the theoretical analysis
in Section V.

A. Parameter Settings

The parameters in simulations are summarized in Table I.
We choose Nd and N ′

d in the table for fair comparison
between the reusing and non-reusing schemes as discussed
in Remark 1 in Section V. Except otherwise mentioned,
the experimental settings are given as (i) Perfect signature g is
used at the AP. (ii) �ω is static. (iii) Ultra-wideband (UWB)
channel simulator in [39] is utilized. (iv) AOM-R method is
used. (v) For all simulations, SNR is defined as SNR = 1/σ 2

ranging from 0 dB to 20 dB. (vi) Data blocks are modulated
as QPSK while pilot blocks are modulated as BPSK.

In Fig. 4(a), we show the MSE performance versus SNR
under different back-off rate D. For D = 4, we set N = 1024,
M = 32, and B = 14. For D = 8 and D = 16, we scale N
as 1024×4

D and M as 32×4
D for fairness, so that (i) the distance

between two adjacent pilot blocks is fixed as (M + N)D =
4224 samples. (ii) The total number of data samples is fixed as
(M + N)DB + M DB = 59264 samples. We observe that the
performance degrades when D increases, which is expected
based on (21) and (22). When D = 4, the MSE performances
match well with the theoretical results in Theorem 1. However,
when D = 8 and D = 16, the gap between the theoretical and
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Fig. 4. (a) Effect of D on MSE, N = 1024×4
D , M = 32×4

D , B = 14, D ∈ {4, 8, 16}; (b) Effect of NCFO on ρ(�ω) (c) Effect of NCFO on the CP phase,
N = 1024, M = 32, B = 14, D = 4.

Fig. 5. (a) Effect of M on MSE, N = 1024, M ∈ {16, 32, 64, 128}, B = 14; (b) Effect of N on MSE, (B, N) ∈ {(56, 256), (28, 512), (14, 1024), (7, 2048)},
M = 32; (c) Effect of B on MSE, N = 1024, M = 32, B ∈ {7, 14, 28, 56}.

the simulation results enlarges. This can be justified by the fact
that the length of a single pilot block is reduced by a factor
of 2 and 4 for D = 8 and 16, and the Gaussian approximation
is less accurate in (56), (61), (62), (63) in Appendix VIII-B,
rendering the theoretical analysis less tenable. Despite the fact
that a small D leads to better CFO estimations, it also results
in an increased level of ISI and worsens the performance of
data symbol decoding.

In Fig. 4(b), we demonstrate ρ(�ω) in (29) under expo-
nential decaying and complex Gaussian channel, as well as
under a measured channel. The channel delay spread σT equals
to 125Ts for exponential decaying channel [12]. �ω varies
from 1 × 10−5 to 1 × 10−2. We observe that the simulation
results match the theoretical results shown in Theorem 3. For
the exponential decaying channel and the complex Gaussian
channel, ρ(�ω) drops to 0.89 when �ω = 1 × 10−2. For the
measured channel, ρ(�ω) only reduces slightly, indicating that
the loss of TR focusing gain is negligible in practice. In the
measured CFOs in practice, �ω is on the order of 10−5. Thus,
the effect of �ω on the CP phase can be neglected.

In Fig. 4(c), we show the MSE performance under perfect
CP phase and imperfect CP phase with distorted signature.
For the imperfect CP phase simulation, CFO is added to
the randomly generated CIRs and thus distorts the signa-
ture g[k]. Also, we emulate the procedure of channel probing
by transmitting a Golay sequence with LGS ∈ {1024, 128, 32}
respectively for channel estimation. Moreover, we emulate the
worst-case scenario without using Golay sequence. As can
be seen from Fig. 4(c), the performances between perfect
and imperfect signature g[k] in presence of �ω are almost

identical for different LGS . Also, we find that it is necessary
to use the Golay sequence for channel estimation. Combining
with Fig. 4(b), we conclude that the effect of CFO in the
CP phase can be ignored when the Golay sequence is utilized.

The effects of the parameters (M, N, B) on the MSE per-
formances are shown in Fig. 5(a), Fig. 5(b), and Fig. 5(c)
respectively. It can be seen that the theoretical results match
well with the simulation results for all cases. The MSE per-
formances improve when M , N , and B increases.

In Fig. 6(a) and Fig. 6(b), we compare the performance of
MOA and AOM with and without reusing. We can see that
the theoretical MSE agrees with the simulations, except when
N = 2048 with SNR ≤ 6 dB. However, the difference between
AOM and MOA is negligible for both reusing and non-reusing
cases. In Fig. 6(c), we compare AOM-R with AOM-NR,
as well as MOA-R with MOA-NR under N = 1024. Clearly,
reusing significantly enhances the performances.

Fig. 7(a) shows the performance of AOM-R estimator under
different N , B , and�ω. The performance with �ω = 5×10−5

is identical to �ω = 8 × 10−5 for all (N, B). However,
the estimator fails when (N, B) = (2048, 7) and �ω =
1 × 10−4, because the condition in (28) for phase wrapping
avoidance is violated. According to (28), the largest tolerable
�ω is calculated by |�ωmax| = π

QψD = 9.44 × 10−5 with
N = 2048,M = 32, Q = M + N = 2080, and λ = 1.
Since 1 × 10−4 > |�ωmax|, the estimator cannot produce
reliable estimations. We also plot the MSE performance with
phase wrapping when N = 2048 by setting z = 1 in (26).
The theoretical performance with phase wrapping agrees with
the simulation result.
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Fig. 6. Comparison between AOM and MOA: (a) reusing (b) non-reusing (c) N = 1024, M = 32, B = 14 for reusing and B = 27 for non-reusing.

Fig. 7. (a) MSE performances under different �ω, N ∈ [256, 512, 1024, 2048], M = 32, B ∈ [128, 56, 28, 14],�ω ∈ [5 × 10−5, 8 × 10−5, 1 × 10−4];
(b) Comparison between the cyclic prefix scheme and the proposed schemes (c) Bias of estimation.

Fig. 8. Performance comparison among MLE, AOM-R, and CRLB.

In Fig. 7(b), we compare the performances between the
conventional cyclic prefix based methods and the proposed
methods. For the cyclic prefix method, the last M data
symbols of each data block are appended before the start
of the data block. The length of each data block is thus
Q = N + M . The cyclic prefix schemes are simulated
using TR transmission as well as direct transmission (DIR)
without using the TR waveform. Using TR, the non-reusing
schemes are identical with the cyclic prefix scheme when
N = 512 or 1024, and non-reusing scheme performs slightly
better when N = 256. Schemes with reusing significantly
outperform the cyclic prefix schemes. Performances of cyclic
prefix schemes under DIR are worse than those with TR,
which could be justified by the fact that the TR focusing gain
in (11) enhances the performance of the estimator.

Fig. 7(c) shows the simulation results of bias for AOM-R
under different N . The biases are negligible for all cases in
comparison with a relatively large �ω = 8 × 10−5. Under the

Fig. 9. Frame structure in experiments.

worst case of SNR = 0 dB, the maximum bias is −4.1×10−8.
Increasing N reduces the fluctuation of estimation. The bias
vanishes gradually when SNR increases.

Fig. 8 compares the MSE performance of MLE and
CRLB shown in [38] with the AOM-R scheme with N ∈
{256, 512, 1024}. We observe that the differences between
MLE, AOM-R, and CRLB are negligible, illustrating the
effectiveness of the proposed scheme.

VII. EXPERIMENT RESULTS

To evaluate the performance of the proposed CFO methods
in practice, we use the TR prototypes as described in [30].
First, we perform over-the-cable (OTC) tests by connecting
the transmitter and receiver via a cable with 50 dB attenuation.
The transmission gain is 24 dB. Then, we perform over-
the-air (OTA) tests using antennas with 27 dB transmission
gain. The parameters for OTC and OTA are summarized
into Table II.

Despite the fact that we use fixed Q and B for experiments,
we could emulate the effects of different Q and B by concate-
nating adjacent transmission blocks together. This is illustrated
in Fig. 9. By tuning the combining factor W , we could achieve
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Fig. 10. (a) CDF of the estimated CFO using the AOM-R estimator, OTA. (b) CDF of the estimated CFO with and without reusing, OTA. (c) Effect of
CFO compensation on EVM.

Fig. 11. Performance with scaling Beff , OTA.

Fig. 12. Performance with scaling Beff , OTC.

TABLE II

CONFIGURATION OF PARAMETERS IN EXPERIMENTS

different effective Q values, given by

Qeff (W ) = W N + (W − 1)M. (32)

Given that the total length of data is calculated as N × B ,
by choosing different W and thus different Qeff , we should
tune the effective number of data blocks as well, which takes
the form as

Beff(W ) =
⌊

N B

W N + (W − 1)M

⌋
, (33)

and Beff(W ) is further rounded into the nearest odd number.
For instance, when W = 4, we have Qeff = 608 and
Beff = 18. Such flexibility enables us to obtain performances
using different pilot separations with the same experimental
results.

In practice, it is very hard to obtain the ground-truth
CFO value. Therefore, to compare different schemes, we turn
to the error vector magnitude (EVM) shown as

EVM
[
X̂
]

= 10 log10

∣∣∣
∣∣∣X̂ − X

∣∣∣
∣∣∣
2

2

||X||22
, (34)

where S is the total number of data symbols, X̂ is the
vectorized decoded data symbols as shown in Section IV,
and X the transmitted symbols. EVM measures the average
error energy of the received symbols in comparison with the
ground-truth transmitted symbols and can indicate the overall
system performance before and after CFO compensation.

A. Performance of Over-the-Air Test
In Fig. 10(a), we demonstrate the cumulative density func-

tions (CDFs) of the estimated CFO using AOM-R scheme in
one of the OTA tests. Qeff ∈ [288, 608, 1248, 1888, 2528], and
M = 32. Beff scales with Qeff accordingly. Again, for fairness,
we only use the first Beff+1

2 pilot blocks for reusing schemes,
and all Beff pilot blocks for non-reusing cases. We observe
that, for Qeff = 1888, 2528, the estimated CFO is significantly
different from the results of Qeff = 288, 608, 1248. This could
be due to that the condition for phase wrapping avoidance
in (28) is violated when Qeff = 1888, 2528. By investigating
the EVM performances, we find that the CFO estimations
under Qeff ∈ [288, 608, 1248] are the most accurate.

Fig. 10(b) illustrates the CDFs of the proposed four esti-
mator with Qeff = 288. As we can see, the CDF values
corresponding to the reusing schemes are more concentrated,
indicating that the estimations are more stable than the non-
reusing schemes.

In Fig. 10(c), we draw the EVM CDFs before and after
CFO compensation, with Qeff = 288. We conclude that
CFO compensation is necessary as it improves the EVM per-
formance from 3.45 dB to −9.93 dB for OTA. We tabulate
the averaged EVM into Table 11. The improvement of reusing
against non-reusing is denoted by �(AOM) and �(MOA)
respectively. The results imply that the improvement of
increasing Qeff could be balanced off by the decreasing
of Beff .
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B. Performance of Over-the-Cable Test

The improvement of EVM after CFO compensation is
shown in Fig. 10(c), and the results of EVM performances
are summarized into Table 12. The EVM performances for
OTC is much better than OTA since the ISI as well as the
noise in cable transmission is smaller.

VIII. CONCLUSION

In this paper, we investigate the effect of CFO on
TR systems and propose four schemes to estimate the small
CFO inherent in wideband time-reversal systems with high
accuracy. We derive the condition to avoid degradation caused
by phase wrapping and study the impact of CFO on TR focus-
ing gain. Bias and MSE performances of the four proposed
estimators are theoretically analyzed and validated through
simulations. Extensive experimental results validate the supe-
riority and feasibility of the proposed estimators in a typical
indoor environment.

APPENDIX A
ASSUMPTIONS IN DERIVATIONS

For simplicity, the noise term nC P [k] is rewritten as n[k].
The derivations in Appendix B-A, B-B, B-C, B-D follow the
assumptions below:

Assumption 1: Phase wrapping does not occur.
Assumption 2: The data symbols X[k] has a unit power.
Assumption 3: ISI is small enough to be neglected in S[k],

which holds with a large back-off rate D [12].
Assumption 4: �ω is sufficiently small such that

|β(�ω)|2 ≈ 1.
Assumption 5: n[k] is zero-mean complex Gaussian ran-

dom variable with equal power of σ 2/2 on its real and
imaginary parts.

Assumption 6: S[k] and n[k] are uncorrelated with each
other.

Assumption 7: The SNR is sufficiently large.
In Appendix B-E, we present the results when Assumption 1

does not hold, i.e., when phase wrapping occurs. Based on
Assumption 2, 3, 4, the power of S[k] is approximated as 1.

APPENDIX B
PERFORMANCE ANALYSIS OF THE

PROPOSED ESTIMATORS

A. Performance Analysis of Angle-of-Mean, Non-Reusing

Here, we assume that the number of pilot blocks Np is even.
1) Case I (Np = 2): Firstly, consider the case of Np = 2.

�̂ω can be estimated by

�̂ω =
�
[

1
M

∑M−1
k=0 �0,1[k]

]

QDψ
, (35)

where
M−1∑
k=0

�0,1[k]

=
M−1∑
k=0

Y [k + L ′]Y ∗[k + Q + L ′]

=
M−1∑
k=0

[
S[k + L ′]e− j (�ωDψ(k+L ′)+θ) + n[k + L ′]

]

[
S∗[k + Q + L ′]e j (�ωDψ(k+Q+L ′)+θ) + n∗[k + Q + L ′]

]

= Me j�ωDψQ + M A. (36)

Here, A is given as

A = 1

M

M−1∑
k=0

S[k + L ′]n∗[k + Q + L ′]e− j (�ωDψ(k+L ′)+θ)

+ S∗[k + Q + L ′]n[k + L ′]e j (�ωDψ(k+Q+L ′)+θ)

+ n∗[k + Q + L ′]n[k + L ′]. (37)

Now, subtracting the ground-truth CFO �ω on both sides
of (35), we have

�̂ω −�ω

= �
[
1 + Ae− j�ωDψQ

]

QDψ
=

atan

(
�[1+Ae− j�ωDψQ]
�[1+Ae− j�ωDψQ]

)

QDψ
. (38)

The expectation and variance of � [
1 + Ae− j�ωDψQ

]
can

be computed as

E

[
�
[
1 + Ae− j�ωDψQ

]]
= 1,

Var
[
�
[
1 + Ae− j�ωDψQ

]]
= 1

M

[
σ 2 + σ 4

2

]
, (39)

where the same results hold for � [
1 + Ae− j�ωDψQ

]
. Further

assume that

E

[
�
[
1 + Ae− j�ωDψQ

]]
�

√
Var

[� [
1 + Ae− j�ωDψQ

]]
,

(40)

which is equivalent to

M � σ 2 + σ 4

2
, (41)

which is valid for large M under Assumption 7, since σ 2 � 1.
Therefore, � [

1 + Ae− j�ωDψQ
]

can be approximated as a
constant 1. Thus,

atan
� [

1 + Ae− j�ωDψQ
]

� [
1 + Ae− j�ωDψQ

] ≈ atan
[
�
[
1 + Ae− j�ωDψQ

]]
.

(42)

When M is sufficiently large, by virtue of law of large
numbers, the distribution of � [

1 + Ae− j�ωDψQ
]

can be
approximated by a Gaussian distribution described as

�
[
1 + Ae− j�ωDψQ

]
∼ N

(
0,

1

M

[
σ 2 + σ 4

2

])
. (43)

For notational convenience, we denote 1
M

[
σ 2 + σ 4

2

]
as σ 2

x ,

� [
1 + Ae− j�ωDψQ

]
as X where X ∼ N (0, σ 2

x ), and a
random variable Y which is a function of X , given by Y =
atan (X). The probability density function (PDF) of Y can be
calculated as

fY (y) = 1

cos2(y)

1√
2πσ 2

x

e
− tan2(y)

2σ2
x . (44)
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Therefore,

E [Y ] =
∫ π

2

− π
2

y√
2πσ 2

x

e
− tan2(y)

2σ2
x

1

cos2(y)
dy = 0, (45)

Var [Y ] = E

[
Y 2

]
=
∫ π

2

0

2y2
√

2πσ 2
x

e
−tan2(y)

2σ2
x

1

cos2(y)
dy, (46)

According to (38), we know that QDψ
(
�̂ω −�ω

) =
�
[
1 + Ae− j�ωDψQ

]
. Thus,

E
[
QDψ(�̂ω −�ω)

] = 0 (47)

indicates

E
[
�̂ω −�ω

] = Bias(�̂ω) = 0, (48)

and

Var
[
QDψ(�̂ω −�ω)

]

=
∫ π

2

0

2y2
√

2πσ 2
x

e
− tan2(y)

2σ2
x

1

cos2(y)
dy (49)

indicates

Var
[
�̂ω −�ω

]

= MSE(�̂ω) =
∫ π

2
0

2y2√
2πσ 2

x
e
− tan2(y)

2σ2
x 1

cos2(y)
dy

Q2 D2ψ2 , (50)

where σ 2
x = 1

M

[
σ 2 + σ 4

2

]
.

2) Case II (Np > 2): Here, we generalize our results
in Case I to more than two pilot blocks. Notice that �̂ωu and
�̂ωv are uncorrelated if u �= v. Following similar steps
in Case I, we obtain

Bias(�̂ω) = 0,

MSE(�̂ω) =
∫ π

2
0

2y2√
2πσ 2

x
e
− tan2(y)

2σ2
x 1

cos2(y)
dy

Q2ψ2 D2 (51)

with σ 2
x = 1

M
Np
2

(
σ 2 + σ 4

2

)
. By increasing the number of

pilot blocks, σ 2
x reduces linearly with Np . Consequently,

the estimator performance is improved. Setting Np = 2B ,
we derive the MSE performance with AOM-NR in (21).

B. Performance Analysis of Angle-of-Mean, Reusing
First of all, we assume that the total number of pilot blocks

N ′
p is odd and N ′

p ≥ 3.
Now, we derive the performance when we reuse adjacent

pilot blocks for estimation. In this case, �̂ωu and �̂ωv are
correlated if u �= v, |u − v| = 1 and uncorrelated otherwise.

Consider the case of N ′
p = 3, where �ω is estimated as

�̂ω =
�
[∑M−1

k=0 �0,1[k]+�1,2[k]
2M

]

QDψ
. (52)

Subtracting the left hand side and the right hand side of (52)
with �ω yields

�̂ω −�ω

= �
[
1 + 1

2M A′e− j�ωDψQ + 1
2M B ′e− j�ωDψQ

]

QDψ

=
atan

[
�
[
1+ 1

2M A′e− j�ωDψQ+ 1
2M B ′e− j�ωDψQ

]

�
[
1+ 1

2M A′e− j�ωDψQ+ 1
2M B ′e− j�ωDψQ

]
]

QDψ
, (53)

where

A′ =
M−1∑
k=0

S[k + L ′]n∗[k + Q + L ′]e−( j�ωDψ(k+L ′)+θ)

+ S∗[k+Q+L ′]n[k+L ′]e j (�ωDψ(k+Q+L ′)+θ)

+ n∗[k + Q + L ′]n[k + L ′] (54)

B ′ =
M−1∑
k=0

S[k+Q+L ′]n∗[k+2Q+L ′]e−( j�ωDψ(k+Q+L ′)+θ)

+ S∗[k+2Q+L ′]n[k+Q+L ′]e j (�ωDψ(k+2Q+L ′)+θ)

+ n∗[k + 2Q + L ′]n[k + Q + L ′]. (55)

After calculations, it can be shown that

E

[
�
[

1 + 1

2M
A′e− j�ωDψQ + 1

2M
B ′e− j�ωDψQ

]]
= 0.

(56)

Similarly, �2
[
1 + 1

2M A′e− j�ωDψQ + 1
2M B ′e− j�ωDψQ

]
can be written as

1

4M2

M−1∑
k=0

[R[k] + O[k]] . (57)

where R[k] = �2
[
A′e− j�ωDψQ + B ′e− j�ωDψQ

]
, and

O[k] contains all other cross terms at time index k. The
expectation of term R[k] can be computed as

E

[
M−1∑
k=0

R[k]
]

= 2Mσ 2 + Mσ 4. (58)

On the other hand, only two terms in O[k] has non-zero
mean, which are given as

O[k]1 = −� [
S[k + L ′]n∗[k + Q + L ′]]

× Re
[
S∗[k + 2Q + L ′]n[k + Q + L ′]] sin2

× (�ωDψ(k + Q + L ′)+ θ) ,

O[k]2 = � [
S[k + L ′]n∗[k + Q + L ′]]

× � [
S∗[k + 2Q + L ′]n[k + Q + L ′]] cos2

× (�ωDψ(k + Q + L ′)+ θ). (59)

Thus

E

[
M−1∑
k=0

O[k]
]

= E

[
M−1∑
k=0

O[k]1 + O[k]2

]
= −σ

2

2
. (60)

Finally

E

[
�2

[
1 + 1

2M
A′e− j�ωDψQ + 1

2M
B ′e− j�ωDψQ

]]

= 1

2M

[
σ 2

2
+ σ 4

2

]
. (61)

The derivations are similar for the real part, and we obtain

E

[
�
[

1+ 1

2M
A′e−j�ωDψQ + 1

2M
B ′e−j�ωDψQ

]]
=1, (62)
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E

[
�2

[
1 + 1

2M
A′e− j�ωDψQ

+ 1

2M
B ′e− j�ωDψQ

]]
= 1

2M

[
σ 2

2
+ σ 4

2

]
. (63)

For sufficiently large M and N ′
p and by virtue of law of large

numbers, we could approximate both the real and imaginary
part as Gaussian distributed random variable. Moreover, when

M � σ 2 + σ 4

4
, (64)

� [
1 + 1

2M A′e− j�ωDψQ + 1
2M B ′e− j�ωDψQ

]
could be rega-

rded as constant 1. Therefore,

atan

[
� [

1 + 1
2M A′e− j�ωDψQ + 1

2M B ′e− j�ωDψQ
]

� [
1 + 1

2M A′e− j�ωDψQ + 1
2M B ′e− j�ωDψQ

]
]

≈ atan

[
�
[

1 + 1

2M
e− j�ωDψQ(A′ + B ′)

]]
, (65)

and

�
[

1 + 1

2M
e− j�ωDψQ(A′ + B ′)

]

∼ N
(

0,
1

2M

[
σ 2

2
+ σ 4

2

])
. (66)

We could derive the following:

Bias(�̂ω) = 0, MSE(�̂ω) =
∫ π

2
0

2y2√
2πσ 2

x
e
− tan2(y)

2σ2
x 1

cos2(y)
dy

Q2ψ2 D2 ,

σ 2
x = 1

2M

[
σ 2

2
+ σ 4

2

]
. (67)

Extending to N ′
p pilot blocks, we have Bias(�̂ω) = 0 and

MSE(�̂ω) = F
(

1
M(N ′

p−1)

[
σ 2

N ′
p−1 + σ 4

2

])
with F(y) given

in (22). In comparison with the non-reusing case, if we set
N ′

p = Np + 1, σ 2
x is almost reduced by a factor of Np .

Consequently, the performance is significantly enhanced.
Setting N ′

p = B + 1, we derive the MSE performance with
AOM-NR in (21).

C. Performance Analysis of Mean-of-Angle, Non-Reusing
Similar to Appendix B-A, we assume that the total number

of pilot blocks Np is even.
1) Case I (Np = 2): For Np = 2, MOA-NR reduces to

AOM-NR. So, the results for MOA-NR are consistent with
AOM-NR shown in (48) and (50).

2) Case II (Np > 2): We rewrite the MOA-NR estimator
in (14) as follows:

�̂ω = 2

Np QψD

[
�
[

1

M

M−1∑
k=0

�0,1[k]
]

+ · · ·

+ �
[

1

M

M−1∑
k=0

�Np−2,Np−1[k]
]]
. (68)

Each �[·] term in (68) is uncorrelated with any other
term. The first and second order distributions of a single
term in the form of �

[
1
M

∑M−1
k=0 �2i−2,2i−1[k]

]
are presented

in (48) and (50), respectively. (68) is simply the average of Np
2

such terms. Therefore, we have

Bias(�̂ω) = 0, MSE(�̂ω) =
∫ π

2
0

2y2√
2πσ 2

x
e
− tan2(y)

2σ2
x 1

cos2(y)
dy

Np
2 Q2ψ2 D2

,

σ 2
x = 1

M

[
σ 2 + σ 4

2

]
. (69)

Setting Np = 2B leads to (21).

D. Performance Analysis of Mean-of-Angle, Reusing
Similar to Appendix B-B, assume that N ′

p is odd. We need

to consider the correlation between �
[

1
M

∑M−1
k=0 �i,i+1[k]

]

and �
[

1
M

∑M−1
k=0 �i+1,i+2[k]

]
.

Without loss of generality, consider i = 0, and N ′
p = 3.

The estimator is given as

�̂ω =
�
[

1
M

∑M−1
k=0 �0,1[k]

]
+�

[
1
M

∑M−1
k=0 �1,2[k]

]

2QψD
. (70)

Using the same trick in (37), (70) can be written as

�̂ω −�ω = 1

2QψD

[
�
[
1 + Ae− j�ωDψQ

]

+ �
[
1 + Be− j�ωDψQ

]]
, (71)

where

A = e j�ωDψQ + 1

M

M−1∑
k=0

S[k+L ′]n∗[k+Q+L ′]e−j (�ωDψ(k+L ′)+θ)

+ n[k + L ′]S∗[k + Q + L ′]e j (�ωDψ(k+Q+L ′)+θ)

+ n[k + L ′]n∗[k + Q + L ′], (72)

B = e j�ωDψQ + 1

M

M−1∑
k=0

S[k + Q + L ′]n∗[k + 2Q + L ′]

× e−( j�ωDψ(k+Q+L ′)+θ)

+ n[k + Q + L ′]S∗[k + 2Q + L ′]e j (�ωDψ(k+2Q+L ′)+θ)

+ n[k + Q + L ′]n∗[k + 2Q + L ′]. (73)

It can be shown that

E
[
�̂ω −�ω

] = 0, (74)

since

E

[
�
[
1 + Ae− j�ωDψQ

]]
=E

[
�
[
1 + Be−j�ωDψQ

]]
=0.

(75)

On the other hand, Var
[
�̂ω −�ω

]
can be calculated as

Var
[
�̂ω −�ω

]

= 1

4Q2 D2ψ2

{
E

[(
�
[
1+ Ae− j�ωDψQ

])2
]

+ E

[(
�
[
1+Be− j�ωDψQ

])2
]

+ 2E

[
�
[
1+ Ae− j�ωDψQ

]

�
[
1+Be− j�ωDψQ

]]}
, (76)
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where

E

[(
�
[
1 + Ae− j�ωDψQ

])2
]

= E

[(
�
[
1 + Be− j�ωDψQ

])2
]

≈
∫ π

2

0

2y2
√

2πσ 2
x

e
− tan2(y)

2σ2
x

1

cos2(y)
dy (77)

according to (46). Using (42), we have

�
[
1 + Ae− j�ωDψQ

]
�
[
1 + Be− j�ωDψQ

]

≈ atan
[
�
(

1+ Ae− j�ωDψQ
)]

atan
[
�
(

1+Be−j�ωDψQ
)]
.

(78)

For convenience, we write Y1 = � (
1 + Ae− j�ωDψQ

)
and

Y2 = � (
1 + Be− j�ωDψQ

)
, satisfying

Y1 ∼ N
(

0,
1

M

[
σ 2+ σ

4

2

])
, Y2 ∼ N

(
0,

1

M

[
σ 2+ σ

4

2

])
,

(79)

We approximate the joint distribution of Y1 and Y2 as joint
Gaussian distribution given as (80) as shown at the bottom
of this page, where ρ is the correlation between Y1 and Y2
calculated as

ρ = Cov(Y1,Y2)√
Var(Y1)Var(Y2)

= E [Y1Y2]
1
M

(
σ 2 + σ 4

2

) , (84)

After some calculations, we have

ρ = − 1

2 + σ 2 . (85)

Substituting (85) into (80), we have (82), as shown at the
bottom of this page, and finally

E

[
atan

[
�
(

1+ Ae− j�ωDψQ
)]

atan
[
�
(

1+Be− j�ωDψQ
)]]

=
∫ +∞

−∞

∫ +∞

−∞
atan (y1)atan (y2) fY1,Y2(y1, y2)dy1dy2.

(86)

Thus, the MSE is given as (83), as shown at the bottom
of this page. These results could be easily extended to
N ′

p = B + 1 > 3, which is shown in (21).

E. Performance Analysis With Phase Wrapping
The estimated CFO �̂ω is related to the ground-truth

CFO �ω by

�̂ω = �ω + v (87)

where v is the estimation noise.
From Theorem 1, we know that

E [v] = E
[
�̂ω −�ω

] = Bias(�̂ω)

E

[
v2

]
= E

[(
�̂ω −�ω

)2
]

= MSE(�̂ω). (88)

When phase wrapping occurs, the estimation �̂ω in (87)
should be modified into

�̂ω = �ω + v ± 2zπ

QψD
, z ∈ Z

+, (89)

Taking bias and MSE operations on (89) leads to (25)
and (26).

APPENDIX C
ANALYSIS OF CFO EFFECT ON TR FOCUSING GAIN

F. Exponential Channel Profile

We could expand
(∑L−1

�=0 |h[�]|2
)2

as
(

L−1∑
�=0

|h[�]|2
)2

=
L−1∑
�=0

|h[�]|4 +
L−1∑
�1=0

L−1∑
�2=0
�2 �=�1

|h[�1]|2|h[�2]|2.

(90)

Similarly,
∣∣∣∑L−1

�=0 |h[�]|2e− jψ�ω�
∣∣∣
2

can be written into
∣∣∣∣∣
L−1∑
�=0

|h[�]|2e− jψ�ω�

∣∣∣∣∣
2

=
L−1∑
�=0

|h[�]|4

+
L−1∑
�1=0

L−1∑
�2=0
�2 �=�1

|h[�1]|2|h[�2]|2e jψ�ω(�1−�2). (91)

fY1,Y2(y1, y2) = 1

2πσY1σY2

√
1 − ρ2

e
− 1

2(1−ρ2)

[
(y1−μY1

)2

σ2
Y1

+ (y2−μY2
)2

σ2
Y2

− 2ρ(y1−μY1
)(y2−μY2

)

σY1
σY2

]

(80)

μY1 = μY2 ≈ 0, σY1 = σY2 ≈
√

1

M

[
σ 2 + σ 4

2

]
(81)

fY1,Y2(y1, y2) = M

2π
(
σ 2 + σ 4

2

)√
1 − 1

(2+σ 2)2

e

− 1

2

(
1− 1

(2+σ2)2

)

⎡
⎣ My2

1

σ2+ σ4
2

+ My2
2

σ2+ σ4
2

+
M

2y1 y2
2+σ2

σ2+ σ4
2

⎤
⎦

(82)

MSE(�̂ω) = 1

4Q2ψ2 D2

[
2
∫ π

2

0

2y2
√

2πx
e− tan2(y)

2x
1

cos2(y)
dy

+ 2
∫ ∞

u=−∞

∫ ∞

v=−∞
atan (u)atan (v)

x

2π
(

y + y2

2

)√
1 − 1

(2+y)2

e

−

⎡
⎢⎣

x
(

u2+v2+ 2uv
2+y

)

y+ y2
2

⎤
⎥⎦

2

(
1− 1

(2+y)2

)

dudv

]
(83)
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E

[
L−1∑
�=0

|h[�]|4
]

= 2
L−1∑
�=0

e
− 2�Ts

σT = 2
1 − e

− 2LTs
σT

1 − e
− 2Ts
σT

(92)

E

⎡
⎢⎢⎣

L−1∑
�1=0

L−1∑
�2=0
�2 �=�1

|h[�1]|2|h[�2]|2
⎤
⎥⎥⎦ =

⎛
⎝2

1 − e
− −2LTs

σT

1 − e
− 2Ts
σT

⎞
⎠ −

⎛
⎝1 − e

− 2LTs
σT

1 − e
− 2Ts
σT

⎞
⎠ (93)

E

⎡
⎢⎢⎣

L−1∑
�1=0

L−1∑
�2=0
�2 �=�1

|h[�1]|2|h[�2]|2e jψ�ω(�1−�2)

⎤
⎥⎥⎦ = 1 − 2e

− Ts L
σT cos (ψ�ωL) + e

− 2Ts L
σT

1 − 2e
− Ts
σT cos (ψ�ωL) + e

− 2Ts
σT

(94)

Taking expectations, we can derive (92), (93), and (94)
as shown at the top of this page. Finally, the TR focusing
gain is calculated as (30).

G. Complex Gaussian Channel Profile
In this case, we can derive the following:

E

[
L−1∑
�=0

|h[�]|4
]

= 2Lσ 4
h , (95)

E

⎡
⎢⎢⎣

L−1∑
�1=0

L−1∑
�2=0
�2 �=�1

|h[�1]|2|h[�2]|2
⎤
⎥⎥⎦ = L(L − 1)σ 4

h , (96)

E

⎡
⎢⎢⎣

L−1∑
�1=0

L−1∑
�2=0
�2 �=�1

|h[�1]|2|h[�2]|2e jψ�ω(�1−�2)

⎤
⎥⎥⎦

= 2 − 2 cos(ψ�ωL)

2 − 2 cos(ψ�ω)
σ 4

h − Lσ 4
h . (97)

Therefore, we obtain (31).
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