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Abstract—In this paper, we investigate the optimal spectrum
procurement and pricing from the perspective of a cognitive
mobile virtual network operator (C-MVNO), which is a second
market between the spectrum owner and the secondary users
(SUs). The spectrum procurement consists of spectrum leasing
and spectrum sensing, where the latter has an uncertain outcome.
The SUs are assumed to be heterogeneous in their valuations and
demands of the spectrum, which is generally the case in reality.
Hence, we use differentiated pricing among the heterogeneous SUs
to improve the profit of the C-MVNO and allow the C-MVNO
to perform necessary admission control. Modeling the spectrum
procurement and trading procedure as a five-stage Stackelberg
game, we analyze the optimal decisions for the C-MVNO by using
backward induction. The optimal decisions of spectrum sensing,
spectrum leasing, admission control, and differentiated pricing are
derived, and an algorithm is proposed to compute those optimal
decisions efficiently. Our theoretical results are also corroborated
by numerical experiments, and a threshold structure of the solu-
tion is observed.

Index Terms—Differentiated pricing, heterogeneous SUs, spec-
trum trading, Stackelberg game.

I. INTRODUCTION

W IRELESS spectrum is becoming more and more scarce
nowadays due to the fast growing demand of wireless

services. The traditional “Command-and-Control” regulation
based spectrum allocation is considered as an inefficient way
of exploiting the spectrum resource since much idle spectrum
is wasted. Confronting with this problem, the Federal Commu-
nications Commission (FCC) proposes to use “Exclusive Use”
and “Commons” models to enhance the spectrum efficiency
[1]. In the “Exclusive use” model, the licensed users [primary
users (PUs)] can use or transfer the spectrum exclusively. In the
“Commons” model, unlicensed users [secondary users (SUs)]
can share the spectrum according to some standards. This leads
to the advance of the cognitive radio (CR) technology, which is
regarded as a promising paradigm of spectrum utilization.

To access and utilize the spectrum economically and effi-
ciently, many game theoretic schemes have been proposed in
the literature [2], [3]. Auction based spectrum access mecha-
nisms are proposed in [4]–[7]. Some researchers have studied
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the pricing interactions between the network operator and SUs
to maximize either the social welfare or the operator’s profit
[8]–[12]. A contract formulation of spectrum trading in CR
networks (CRNs) is investigated in [13] to model the scenario
where the primary owner does not know the feature (e.g.,
channel condition) of each individual SU and only has the
knowledge of the statistical distribution of the overall features.
Evolutionary game theory is invoked to investigate the spec-
trum sensing and access problem in [14], [15]. An indirect
reciprocity game modeling approach is studied in [16], [17].
In addition, learning and negative network externality are con-
sidered in [18] while renewal-theoretical spectrum access is
investigated in [19].

In general, a cognitive mobile virtual network operator
(C-MVNO) will serve as a second market between the spectrum
owner and the SUs. From a network operator’s perspective,
it not only needs to sell spectrum to the SUs to make profit
but also need to purchase spectrum from the spectrum owner
or sense the idle spectrum unused by the PUs so as to get
enough amount of spectrum. Generally, the spectrum sensing is
much cheaper than directly leasing spectrum from the spectrum
owner. Nonetheless, the amount of the sensed spectrum is
uncertain due to the stochastic behaviors of the PUs while the
amount of spectrum obtained by directly leasing is determinis-
tic and guaranteed. Thus, there is a certainty-cost tradeoff in the
spectrum procurement.

So far, few papers have jointly studied the problem of spec-
trum procurement and pricing from the operator’s perspective,
e.g., [9] and [20]. However, they only consider the single pric-
ing scheme in the homogeneous case, i.e., all the SUs have the
same valuation of the spectrum and the C-MVNO sets a single
price for all the homogeneous SUs. This may turn out to be
an oversimplified model and pricing scheme for today’s mobile
networks where the users are highly heterogeneous in their de-
mands and valuations of the spectrum. For example, some SUs
may have more demands (or higher valuations) on the spectrum
(e.g., they are watching videos) and prefer to pay more money
to gain better QoS, while some other SUs have less demands
(or lower valuations) on the spectrum (e.g., they are just
phoning) and do not need very high data rate.

In this paper, for a CRN with heterogeneous SUs, we use
differentiated pricing to maximize the profit of the C-MVNO,
i.e., we set different prices for SUs with different valuations
of the spectrum. Confronting with the heterogeneous users,
differentiated pricing can potentially increase the operator’s
profit significantly as opposed to single pricing. User hetero-
geneity and differentiated pricing have been studied in existing
literature [23], [24]. In [23], Li and Huang apply differentiated
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pricing for the heterogeneous users to enhance the profit of the
operator while in [24], Shakkottai et al. study the performance
loss incurred by simple single pricing schemes when the users
are heterogeneous. However, neither of them considers the
procurement of the resources to be allocated. In this paper, we
study the scenario where the C-MVNO jointly considers the
spectrum procurement and pricing when the users are heteroge-
neous. To the best of our knowledge, such a scenario has never
been investigated by any previous work. Formulating the spec-
trum procurement and trading as a five-stage Stackelberg game,
we jointly optimize the spectrum sensing, leasing, admission
control and pricing decisions from a C-MVNO’s perspective.
The spectrum procurement consists of two parts: spectrum
sensing and spectrum leasing. The former is cheaper but subject
to uncertainty while the latter is deterministic but generally
more expensive and we want to find the best tradeoff between
the uncertainty and the costs. After spectrum procurement, we
allow the C-MVNO to perform admission control to select a
subset of SUs to serve. By doing so, we assure that the hetero-
geneous demands of all the SUs admitted by the C-MVNO are
satisfied. Then, the C-MVNO sets the optimal differentiated
prices for the heterogeneous SUs to maximize its profit. At
last, based on the prices announced by the C-MVNO, each
admitted SU purchases an appropriate amount of spectrum so
as to maximize its own utility. The main contributions of this
paper are summarized as follows.

• We model the spectrum procurement and trading process
as a five-stage Stackelberg game. Due to the heterogeneity
of the SUs, price differentiation is introduced to improve
the profit of C-MVNO as opposed to the single pricing
scheme for the homogeneous user case. Admission control
is also allowed to balance the spectrum supply and demand.

• Using backward induction, we derive the optimal deci-
sions of spectrum sensing, spectrum leasing, admission
control and differentiated pricing of the C-MVNO as the
equilibrium of the formulated Stackelberg game. When
the SUs are heterogeneous, no closed-form solution of
the pricing scheme is available, which makes our analysis
more challenging compared to the homogeneous-SU case.
Fortunately, we can still design a simple low-complexity
algorithm to calculate the optimal decisions efficiently.

• The optimality of the proposed algorithm is validated
through numerical simulations. Several threshold struc-
tures of the obtained optimal solution are observed. Simu-
lations indicate that, when the SUs are heterogeneous, our
proposed differentiated pricing based scheme significantly
outperforms the single pricing based scheme of prior works.

The rest of this paper is organized as follows. In Section II,
we introduce the system model and formulate the problem as a
Stackelberg game. In Section III, we analyze the game model
using backward induction and derives the optimal decisions of
the C-MVNO. In Section IV, simulation results are presented
and we conclude this paper in Section V.

II. SYSTEM MODEL

As shown in Fig. 1, we consider a system with one
C-MVNO and multiple heterogeneous secondary users (SUs).

Fig. 1. Illustration of the system model.

TABLE I
KEY NOTATIONS

The objective of the C-MVNO is to collect spectrum and sell
the spectrum to SUs to maximize its profit. Specifically, the
C-MVNO collects spectrum through performing spectrum
sensing for unused primary spectrum and leasing spectrum
from spectrum owners. Since there exists uncertainty in spec-
trum sensing, the amount of leased spectrum depends on the
outcome of spectrum sensing. After collecting the spectrum, the
C-MVNO can choose SUs for selling spectrum by admission
control. Since the SUs are heterogeneous, which means that
they have different demands of the spectrum, the prices to
different SUs are different, i.e., differentiated pricing is used.
We assume that all SUs are rational and thus naturally selfish,
due to which they will purchase the optimal amount of spectrum
from the C-MVNO to maximize their own utility function based
on the differentiated price announced by the C-MVNO. The
challenge of this problem, which is the focus on this paper,
is how the C-MVNO makes the optimal decisions including
spectrum sensing, spectrum leasing, admission control, and
differentiated pricing. The key notations of this paper are listed
in Table I. In what follows, we present our system model in
detail.

A. SU’s Model

We assume that each SU has its willingness-to-pay pa-
rameter θ. This positive parameter is used to model the data
rate valuation/demand of a SU: the larger the θ, the higher
the valuation/demand of the SU. For instance, a SU who is
watching video needs more data rate and its valuation of the
data rate is higher (because higher data rate can improve the
resolution or speed of the video a lot), as compared to a SU who
is phoning. Hence, the willingness-to-pay of a video watching
SU is larger than that of a phoning SU.
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Consider a SU with a willingness-to-pay parameter θ. Let w
be the bandwidth allocated to the SU and p be the unit price
of the bandwidth. Then, the utility function of the SU can be
written as:

u(p,w)=θw ln

(
1+

Pmaxh
n0w

)
−pw=θw ln

(
1+

g
w

)
−pw, (1)

where Pmax is the maximal transmission power, h is the channel
gain, n0 is the noise power density, g = Pmaxh

n0
is the received

SNR (when the bandwidth is one unit), which can be treated as
the wireless characteristic of the SU, and w ln(1+g/w) is the
achievable rate of the SU [2].

From (1), we can see that the two parameters (θ,g) can fully
characterize a SU. We assume that each SU only knows its own
(θ,g) and has no knowledge about others’. Similar to [20], we
focus on the high SNR regime where SNR = g/w � 1.1 In such
a case, the utility function in (1) can be approximated as

u(p,w) = θw ln
( g

w

)
− pw. (2)

In this paper, we assume that there are I possible willingness-
to-pay parameters, i.e., θ ∈ {θ1,θ2, . . . ,θI}, where each θi

represents a different wireless services such as video streaming
and website browsing. Let Si be the index set of the set of SUs
with the same θi, and gi j be the wireless characteristic of j-th
SU in Si.

We note that the model for the SUs is somewhat simpli-
fied. In practice, due to location limitations, SUs generally
can only access the spectrum in a certain band range but
not any spectrum provided by the operator. In addition, since
spatial reuse of the spectrum is feasible in many scenarios, the
C-MVNO may sell the same spectrum to multiple SUs as long
as they are sufficiently distant away from each other. However,
our model still captures many essential aspects of the spectrum
trading process such as users’ utility function, spectrum leasing
and sensing of the operator. More importantly, its mathematical
tractability allows us to perform theoretical analysis and thus
to gain some insights of the spectrum trading procedure, which
can be applied to the practice in turn.

B. C-MVNO’s Model

As discussed above, the decisions of the C-MVNO include
spectrum sensing, spectrum leasing, admission control and
differentiated pricing. In the following, we discuss them in
details one by one.

1) Spectrum Sensing: Let Bs be the bandwidth that the
C-MVNO senses. Due to the stochastic nature of PUs’ behav-
iors, the amount of unused primary spectrum that is available
for the C-MVNO is uncertain. Let α ∈ [0,1] be the random
variable standing for the portion of unused primary spectrum.
Then, the amount of spectrum C-MVNO can obtain through
spectrum sensing is αBs. In this paper, we assume that α is
uniformly distributed within the interval [0, 1]. Nevertheless,

1In real-world wireless communications, even the SNR lower bound for the
“very low signal” is 10 dB, i.e., SNR = 10 � 1. A typical SNR with medium
signal is around 1000 � 1.

similar analysis can be conducted with other distributions. Note
that there is a certain cost for the C-MVNO to perform sensing.
Let Cs be the sensing cost per unit bandwidth. Then, by sensing
bandwidth Bs, the C-MVNO can obtain unused spectrum αBs

at the cost of CsBs.
2) Spectrum Leasing: Since the spectrum obtained through

sensing may not be enough, the C-MVNO may need to lease
more bandwidth from the spectrum owner. Let Bl be the amount
of leased spectrum, and Cl be the unit leasing cost. Then the
total leasing cost is ClBl . In general, the leasing cost Cl is larger
than the sensing cost Cs. Here, we have implicitly assumed
that the C-MVNO first performs spectrum sensing and then
performs spectrum leasing whenever needed. This assumption
is reasonable. Actually, the practical spectrum owner often has
some “Transference Band” which it does not use temporarily.
The spectrum owner is thus willing to lease this band to
other operators for temporary usage. As for the C-MVNO, the
realized sensing spectrum may not be sufficient, so it may need
to lease some more spectrum to satisfy the SUs’ demands after
observing the spectrum sensing result. The spectrum leasing we
consider here is short-term, in accordance with the changing
cognitive networks: SUs may arrive and leave. When the cog-
nitive network changes or the leased/sensed spectrum expires,
the C-MVNO needs to remodel the network again.

We remark that, for ease of analysis, we assume that there
are no upper bounds for Bs and Bl , i.e., the C-MVNO can lease
or sense any amount of spectrum as long as it pays the costs.
This is reasonable since the amount of available spectrum is
generally very large in practice.

3) SU Admission Control: To achieve the best profit, the
C-MVNO may perform admission control on SUs, i.e., the
C-MVNO can select only a subset of the SUs to serve. Specifi-
cally, for each set Si, suppose the C-MVNO only serves a subset
S̃i. We note that the C-MVNO decides which SUs to serve
before it announces prices to the SUs. When the C-MVNO is
doing admission control, there is no service agreement between
the C-MVNO and the SUs. Thus, the C-MVNO has the freedom
to perform admission control without worrying about breaking
its agreement with the SUs.

4) Differentiated Pricing: We assume that the C-MVNO
knows the willingness-to-pay θ and the wireless characteristic
g of each SU. The justification of this assumption is as follows.
Consider an uplink system where the base station (BS) repre-
sents the operator. Then, Pmaxh is the received power at the BS
when certain SU is transmitting and n0 is the noise density. Both
of these two quantities are known to the BS. Hence, the wireless
characteristic g = Pmaxh/n0 of that SU is also known to the
BS. Recall that the θ of a SU is related to its required wireless
service type, which the C-MVNO could manage to know (e.g.,
by observing the data rate of the SU). Thus, the C-MVNO can
give an estimation of the θ of that SU accordingly.

With the knowledge of (g,θ) for each SU, the C-MVNO can
use differentiated pricing to maximize its profit. Specifically,
we assume that the spectrum price is the same for SUs with the
same willingness-to-pay, and generally different for SUs with
different willingness-to-pay parameters. Denote pi as the price
for SUs in S̃i. One may raise the following question: if the prices
for different SUs with the same willingness-to-pay, i.e., SUs
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in the same set S̃i, are also different, is the optimal algorithm
proposed in this paper still optimal? The answer is yes. In other
words, allowing differentiated prices among SUs in the same S̃i

will not change the result of this paper. Later in Remark 2, we
will see this more clearly.

C. Problem Formulation

Let w∗
i j(pi) be the best response of the j-th SU in S̃i when the

C-MVNO announces price pi to the set S̃i. Then, the optimal
strategies of the C-MVNO can be derived by the following
optimization problem:

max
Bs≥0

Eα∈[0,1]F(α,Bs), (3)

where F(α,Bs) is defined as:

F(α,Bs) = max
∀ i,pi≥0,S̃i⊆Si,Bl≥0

⎡⎣ I

∑
i=1

pi ∑
j∈S̃i

w∗
i j(pi)−BsCs−BlCl

⎤⎦
s.t.

I

∑
i=1

∑
j∈S̃i

w∗
i j(pi)≤ Bsα+Bl . (4)

The problem in (4) can be solved by the following three steps.
1) For fixed Bs,α,Bl ,{S̃i}, find the best differentiated pric-

ing vector {p∗i }.
2) Substituting the expression of {p∗i } back into (4) and

fixing Bs,α,Bl , find the best admission control scheme
{S̃i}.

3) Substituting the optimal pricing and admission control
back into (4) and fixing Bs,α, find the best leasing band-
width Bl .

Finally, with the optimal Bl ,{S̃i},{pi}, i.e., after the problem
(4) is solved, we optimize the sensing bandwidth Bs in problem
(3) to completely solve the profit maximization problem.

Actually, the interaction between the C-MVNO and the SUs
(shown in Fig. 1) can be formulated as a five-stage Stackelberg
game as illustrated in Fig. 2. The Stackelberg leader is the
C-MVNO and the followers are the SUs. In the first stage,
the C-MVNO determines the sensing bandwidth Bs and then
realizes the available sensing result αBs. In the second stage,
based on the sensing result αBs, the C-MVNO determines the
leasing bandwidth Bl . In the third stage, the C-MVNO performs
admission control to serve a subset of SUs. In the fourth
stage, the C-MVNO sets the differentiated price pi for each S̃i,
where i ∈ {1, . . . , I}. Finally, in the fifth stage, given the prices
announced by the C-MVNO, each SU buys an optimal amount
of bandwidth so as to maximize its own utility. Notice that the
middle three stages can be merged into one single stage without
influencing the problem essentially. The first stage, spectrum
sensing, cannot be merged with them since the sensing result is
uncertain and the decisions in the middle three stages are made
after observing the realized sensing result.

III. BACKWARD INDUCTION ANALYSIS OF THE GAME

A general technique to find the solution (equilibrium) to
the Stackelberg game is backward induction. Note that the

Fig. 2. A Stackelberg game formulation.

solution to the game is the optimal choice of sensing bandwidth
Bs, leasing bandwidth Bl , admission control and differentiated
pricing pi for the C-MVNO and the optimal bandwidth demand
wi j for each SU.

A. Spectrum Allocation in the Fifth Stage

After the C-MVNO announces its price {pi}1≤i≤I to the SUs,
each SU determines its spectrum demand by maximizing its
utility defined in (2). Considering the j-th SU in S̃i (recall that
S̃i is a subset of Si after admission control), we write its utility
maximization problem as:

max
wi j≥0

u(wi j) = θiwi j ln

(
gi j

wi j

)
− piwi j. (5)

Taking derivative of (5) and setting it to be zero, we get the
optimal value of wi j for SU j as:

w∗
i j(pi) = gi j exp

{
−1− pi

θi

}
. (6)

From (1) and (6), we can see that all the SUs in S̃i has the same
SNR (SNR = gi j/wi j = exp(1+ pi/θi)) regardless of their dif-
ferent wireless characteristics g. This essentially states that SUs
using the same wireless service have the same SNR regardless
of their different channel conditions and transmission power.
Furthermore, the term exp{−1− pi/θi} is the same for all SUs
in the same set S̃i. Hence, the aggregate bandwidth demand of
SUs in S̃i is ∑ j∈S̃i

w∗
i j(pi) = G̃i exp{−1− pi/θi}, where G̃i is

the aggregate wireless characteristics for the set S̃i defined as
follows G̃i = ∑ j∈S̃i

gi j. Similarly, we can define the aggregate
wireless characteristics for the set Si as Gi = ∑ j∈Si

gi j. Note

that G̃i ≤ Gi, which is a constraint for admission control.
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B. Differentiated Pricing in the Fourth Stage

Based on the best response of the heterogeneous SUs in
the fifth stage, the aim of the fourth stage is to maximize the
C-MVNO’s revenue by selling spectrum to the SUs. The differ-
entiated pricing problem (P1) can be formulated as follows.

(P1) max
−→p 


−→
0

I

∑
i=1

pi G̃i exp

{
−1− pi

θi

}
(7)

s.t.
I

∑
i=1

G̃i exp

{
−1− pi

θi

}
≤ B, (8)

where B denotes the total available bandwidth consisting of
sensing spectrum and leasing spectrum and −→p is the vector
of {pi}1≤i≤I . The solution to the optimization problem (P1) is
summarized in the following lemma.

Lemma 1: The solution to the optimal differentiated pricing
problem (P1) is as follows.

1) If ∑I
i=1 G̃ie−2 ≤ B, then p∗i = θi,∀ i and the optimal value

of (P1) is ∑I
i=1 θiG̃ie−2.

2) Otherwise, p∗i = λ∗+θi and the optimal value of (P1) is:

λ∗B+
I

∑
i=1

θiG̃i exp

{
−2− λ∗

θi

}
, (9)

where λ∗ is determined as the unique solution to the
following equation:

I

∑
i=1

G̃i exp

{
−2− λ∗

θi

}
= B. (10)

Proof: See Appendix A. �
Several remarks are in order.
Remark 1: The optimal value of the problem (P1) is the

maximum revenue gained by selling the spectrum to the SUs. It
is not the final profit of the C-MVNO since it does not take into
account the spectrum procurement cost incurred by spectrum
sensing and leasing.

Remark 2: As we have stated in Section II, in this paper,
we assume that the price for different SUs with the same
willingness-to-pay θ, i.e., SUs in the same set S̃i, is the same. In
other words, the prices are different only for SUs with different
willingness-to-pay parameters. Nevertheless, the results in this
paper are still valid even without this assumption, as explained
below. Suppose the prices for different SUs could be different
regardless of the willingness-to-pay parameters. In such a case,
the optimal differentiated pricing problem (P1) can be simply
modified by replacing the aggregate wireless characteristic G̃i

with individual characteristic gi j, due to which the correspond-
ing optimal pricing structure is the same as that in Lemma 1.
From Lemma 1, we can see that SUs with the same willingness-
to-pay θ will be given the same price. Therefore, the assumption
that the price for different SUs with the same θ is the same is
implicitly guaranteed.

Remark 3: From Remark 2, the optimal differentiated pric-
ing depends only on the willingness-to-pay but not the wireless
characteristics. The essential reason of this phenomenon is that
the best demand response of each SU is a linear function of the

wireless characteristic gi j in (6). Hence, the SU can be treated
as gi j number of virtual SUs. Each of them has willingness-
to-pay θi and unit wireless characteristic. In such a way, all the
SUs with willingness-to-pay θi can be regarded as G̃i number of
virtual SUs with the same willingness-to-pay and unit wireless
characteristic. Since all these virtual SUs have the same param-
eters, the optimal pricing for them is naturally the same. Thus,
back to the real SUs, the SUs with the same willingness-to-pay
parameter will receive the same optimal price, though they may
have different wireless characteristics.

Remark 4: When the total available spectrum B is large,
i.e., in case (1) of the lemma, there is a gap between the total
demand of the users and B. In other words, in such a case, the
operator will not sell out all the spectrum and some spectrum is
wasted. The reason that the operator will do so is that to sell out
all the spectrum, the price has to be very low which hurts the
profit. This large B scenario may happen when the sensing cost
Cs is small, in which case the operator may sense “redundant”
spectrum to ensure that with very high probability (i.e., α is not
very small), the operator does not need to lease spectrum. But
when α turns out to be relatively large, the operator may have a
large B even Bl = 0. Alternatively, if B is small, i.e., in case (2)
of the lemma, all the available spectrum will be sold out.

C. Admission Control in the Third Stage

In this part, based on the results of the fourth stage and the
fifth stage, we analyze the admission control decision of the
C-MVNO, and the results are stated in the following lemma.

Lemma 2: The optimal admission control decision is to
admit all the SUs, i.e., S̃i = Si, G̃i = Gi,∀ i, and the optimal
revenue2 is shown as follows.

1) If ∑I
i=1 Gie−2 ≤ B, the optimal revenue is ∑I

i=1 θiGie−2.
2) Otherwise, the optimal revenue is given by:

λ∗B+
I

∑
i=1

θiGi exp

{
−2− λ∗

θi

}
, (11)

where λ∗ is determined by the unique solution to:

I

∑
i=1

Gi exp

{
−2− λ∗

θi

}
= B. (12)

Proof: We prove the lemma by considering two cases.
Case 1: ∑I

i=1 Gie−2 ≤ B: In this case, for any admission
control decisions we always have ∑I

i=1 G̃ie−2 ≤ B since G̃i ≤
Gi,∀ i. Thus, according to Lemma 1, the revenue by selling
the spectrum to the SUs is always ∑I

i=1 θiG̃ie−2, which is an
increasing function in G̃i,∀ i. Hence, the optimal admission
control decision should be S̃i = Si, G̃i = Gi,∀ i. And the optimal
revenue by selling spectrum in this case is: ∑I

i=1 θiGie−2.
Case 2: ∑I

i=1 Gie−2 >B: We consider an arbitrary admission
control decision {S̃i}1≤i≤I . Though the values of {G̃i}1≤i≤I are
indeed discrete since each of them is the aggregate of a finite
number of wireless characteristics, we still treat {G̃i}1≤i≤I as

2Here, by revenue, we mean the revenue gained by selling the spectrum to the
SUs. It is not the overall profit which should include the spectrum procurement
costs.
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continuous variables here and this will not hurt the rigidity of
our analysis. If ∑I

i=1 G̃ie−2 ≤ B, we can increase the revenue
by increasing some G̃i until ∑I

i=1 G̃ie−2 = B. Thus, we can just
focus on the situation ∑I

i=1 G̃ie−2 ≥ B. In this case, the revenue
is given by (9). Note that λ∗ in Lemma 1 can be viewed as an
implicit function of {G̃i}1≤i≤I . By taking the derivative of (9)
with respect to G̃k, we have:

∂
∂G̃k

(
λ∗B+

I

∑
i=1

θiG̃i exp

{
−2−λ∗

θi

})
=θk exp

{
−2−λ∗

θk

}
>0.

Therefore the revenue is still an increasing function of G̃k,∀1≤
k ≤ I. Therefore, the optimal admission control is still perform-
ing no admission control, i.e., S̃i = Si, G̃i = Gi,∀ i. The optimal
revenue in this case is:

λ∗B+
I

∑
i=1

θiGi exp

{
−2− λ∗

θi

}
, (13)

where λ∗ is determined by:

I

∑
i=1

Gi exp

{
−2− λ∗

θi

}
= B. (14)

�
Remark 5: Lemma 2 essentially claims that explicit admis-

sion control is not necessary at the optimum.

D. Spectrum Leasing in the Second Stage

Denote R2 the partial profit which is defined as the income
from selling the spectrum to the SUs minus the leasing cost.
We further define the following five frequently used constants:

A
Δ
=

I

∑
i=1

Gi exp

{
−2− Cl

θi

}
,D

Δ
=

I

∑
i=1

Gie
−2,

E
Δ
=

I

∑
i=1

θiGi exp

{
−2− Cl

θi

}
,F

Δ
=

I

∑
i=1

θiGie
−2

H
Δ
=e−4

I

∑
i, j=1

GiG jθi

θi +θ j

(
θiθ j

θi +θ j
−Cl exp

{
−Cl

θi +θ j

θiθ j

}
− θiθ j

θi +θ j
exp

{
−Cl

θi +θ j

θiθ j

})
. (15)

The physical meaning of these constants will be explained
later. At this moment, one can just treat them as five constants
related to the given system parameters. Thus, based on the
optimal decisions in the fifth stage, fourth stage and third stage,
the optimal spectrum leasing strategy in the second stage and
the corresponding optimal partial profit are specified in the
following lemma.

Lemma 3: The optimal leasing strategy and the correspond-
ing optimal partial profit is specified as follows.

1) If αBs > D, then the optimal partial profit is R∗
2 = F and

the optimal leasing bandwidth is B∗
l = 0.

2) If D>αBs≥A, then the optimal partial profit is given by:

R∗
2 = λ∗αBs +

I

∑
i=1

θiGi exp

{
−2− λ∗

θi

}
, (16)

where the λ∗ is determined as the unique solution to:

I

∑
i=1

Gi exp

{
−2− λ∗

θi

}
= αBs. (17)

The optimal leasing bandwidth is B∗
l = 0.

3) If A > αBs ≥ 0, then the optimal partial profit is given
by: R∗

2 = E +ClαBs. The optimal leasing bandwidth is
B∗

l = A−αBs.
Proof: Obviously, the total available bandwidth B consists

of the leasing bandwidth and the realized sensing bandwidth:
B = Bl +αBs. If αBs ≥ D, any further investment in leasing
spectrum is meaningless since, according to 2, this will not
further increase the income of selling spectrum to SUs. Thus,
if αBs ≥ D, the optimal leasing bandwidth is B∗

l = 0 and the
optimal partial profit is: R2 = ∑I

i=1 θiGie−2 = F .
In the following, we focus on the case αBs < D. Notice that

the optimal Bl must satisfy αBs +Bl ≤ D since any further in-
vestment on Bl will not increase the income of selling spectrum
to SUs. According to the second part of Lemma 2, the partial
profit is:

R2 = λ∗(Bl +αBs)+
I

∑
i=1

θiGi exp

{
−2− λ∗

θi

}
−ClBl , (18)

where λ∗ is determined by:

I

∑
i=1

Gi exp

{
−2− λ∗

θi

}
= Bl +αBs. (19)

Viewing λ∗ as an implicit function of Bl , we take derivative of
R2 with respect to Bl as follows:

∂R2

∂Bl
=

∂λ∗

∂Bl
(Bl +αBs)+λ∗

+
I

∑
i=1

θiGi exp

{
−2− λ∗

θi

}(
− 1

θi

)
∂λ∗

∂Bl
−Cl = λ∗ −Cl ,

where we have used (19) in the last step. Now, we discuss two
cases.

Case 1: αBs <∑I
i=1 Gi exp{−2− Cl

θi
}=A: In this case, when

Bl = 0, we have λ∗ > Cl . Hence, ∂R2
∂Bl

∣∣
Bl=0 > 0. But when

Bl = D−αBs, we have λ∗ = 0. Hence, ∂R2
∂Bl

∣∣
Bl=D−αBs

< 0. From
(19), λ∗ is a decreasing function of Bl . Therefore, the optimal
B∗

l must lead to λ∗ = Cl , i.e., B∗
l = A−αBs, and the optimal

partial profit is: R∗
2 = E +ClαBs.

Case 2: A ≤ αBs < D: In this case, we have ∂R2
∂Bl

∣∣
Bl=0 ≤ 0.

Thus, R2 always decreases with Bl and the optimal leasing
bandwidth is B∗

l = 0. And the optimal partial profit is given by:

R∗
2 = λ∗αBs +

I

∑
i=1

θiGi exp

{
−2− λ∗

θi

}
, (20)

where λ∗ is determined by:

I

∑
i=1

Gi exp

{
−2− λ∗

θi

}
= αBs. (21)

�
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Remark 6: From Lemma 3, we observe a threshold struc-
ture of the optimal leasing bandwidth: Bl = (A−αBs)

+. This
essentially says that the C-MVNO lease spectrum only when
the realized sensing spectrum is below the threshold A. In
particular, if unfortunately α = 0, i.e., the realized sensing
spectrum is 0, then the corresponding optimal leasing spectrum
is B∗

l = A and the optimal partial profit R∗
2 is E. The above are

the physical meanings of the constants A and E.
Remark 7: Moreover, comparing case 1 and case 2 of

Lemma (3), we find that the optimal partial profit R∗
2 varies

in different manners, though the optimal leasing bandwidth
is always zero in these two cases. Specifically, if the realized
sensing spectrum αBs is larger than a threshold D (case 1),
then R∗

2 remains a constant F independent of αBs, i.e., further
increase in αBs will not enhance the partial profit any more.
However, if A<αBs <D (case 2), then R∗

2 depends on the value
of αBs (actually as αBs decreases, R∗

2 also decreases), though
the optimal decision is still to lease no spectrum. The above are
the physical meanings of the constants D and F .

E. Spectrum Sensing in the First Stage

Denote R the overall profit of the C-MVNO. Based on
the results of the previous subsections, we are now ready to
derive the optimal sensing bandwidth B∗

s which maximizes
the expected profit E(R) of the C-MVNO. We first give an
important property of the relation between E(R) and Bs, based
on which we propose a method to compute the optimal sensing
bandwidth B∗

s afterwards.
Proposition 3.1: As a function of Bs, E(R) has the following

properties:
1) When Bs < D, the expression of E(R) is given by:

E(R) = F −CsBs −
ClA2

2Bs
− H

Bs
, (22)

which is a concave function of Bs on the interval [D,∞);
2) When D ≥ Bs > A, the expression of E(R) is given by:

E(R)=ACl+E− A2Cl

2Bs
−CsBs−

1
Bs

∫ Bs

A
tλ∗(t)dt+

∫ Bs

A
λ∗(t)dt,

(23)

which is a concave function of Bs on the interval [A,D].
Here, λ∗(t) is defined as the unique solution to the fol-
lowing equation:

I

∑
i=1

Gi exp

{
−2− λ∗(t)

θi

}
= t, (24)

where 0 < t ≤ D;
3) When Bs ≤ A, the expression of E(R) is given by:

E(R) = E +Bs

(
Cl

2
−Cs

)
, (25)

which is a linear function of Bs on the interval [0,A].
Proof: See Appendix B. �

Proposition 3.1 guilds us to identify three sensing cost
regimes based on the sign of dE(R)

dBs
at the two cut-off points

of the three cases in Proposition 3.1. Accordingly, the method
for computing the optimal B∗

s is presented as follows.
Lemma 4: The optimal sensing bandwidth B∗

s can be ob-
tained as follows:
Low Sensing Cost Regime: When 0 < Cs ≤ H

D2 + ClA
2

2D2 , the
optimal B∗

s is given by:

B∗
s =

√
1

Cs

(
H +

1
2

ClA2

)
; (26)

Medium Sensing Cost Regime: When H
D2 +

ClA
2

2D2 < Cs ≤ Cl
2 ,

the optimal B∗
s is given by

B∗
s =

I

∑
i=1

Gi exp

{
−2− µ∗

θi

}
, (27)

where µ∗ is determined as the unique solution to the
following equation on the interval [0,Cl ]:

e−4
I

∑
i, j=1

GiG jθi

θi +θ j

[
−
(

Cl +
θiθ j

θi +θ j

)
exp

{
−θi +θ j

θiθ j
Cl

}
+

(
µ+

θiθ j

θi +θ j

)
exp

{
−θi +θ j

θiθ j
µ

}]

− Cs

(
I

∑
i=1

Gi exp

{
−2− µ

θi

})2

+
A2Cl

2
= 0; (28)

High Sensing Cost Regime: When Cs >
Cl
2 , the optimal B∗

s = 0.
Proof:

Low Sensing Cost Regime: 0 <Cs ≤ H
D2 +

ClA
2

2D2 In this regime,
the optimal B∗

s is achieved in the interval [D,∞). By taking
the derivative of E(R) in (22) with respect to Bs, we have:

dE(R)
dBs

=−Cs +
ClA2

2B2
s
+

H
B2

s
. (29)

Hence, dE(R)
dBs

∣∣
Bs=D ≥ 0 and limBs→∞

dE(R)
dBs

=−Cs < 0.
Moreover, since E(R) is concave in the interval [D,∞)
according to Proposition 3.1, the maximum point for E(R)

should satisfy dE(R)
dBs

= 0 where Bs ∈ [D,∞). Therefore,
the optimal sensing bandwidth B∗

s in the low sensing cost
regime is:

B∗
s =

√
1

Cs

(
H +

1
2

ClA2

)
. (30)

Medium Sensing Cost Regime: H
D2 +

ClA
2

2D2 < Cs ≤ Cl
2 In this

regime, the optimal B∗
s is achieved in the interval [A,D].

Similar to the analysis in the low sensing cost regime,
because of the concavity of E(R), the optimal Bs must

satisfy dE(R)
dBs

= 0, where Bs ∈ [A,D]. According to (23),
this is equivalent to:

∫ B∗
s

A
tλ∗(t)dt −Cs (B

∗
s )

2 =−A2Cl

2
. (31)

It can be shown that the L.H.S. of (31) first increases and
then decreases when Bs increases from A to D and (31)
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has one unique solution, which is just the optimal sensing
bandwidth.

Performing variable transformation µ=λ∗(Bs)∈[0,Cl ],
we note that the first term of (31) can be rewritten as:

∫ Bs

A
tλ∗(t)dt =

∫ µ

Cl

λ

(
I

∑
i=1

Gi exp

{
−2− λ

θi

})

×d

(
I

∑
i=1

Gi exp

{
−2− λ

θi

})
. (32)

Calculating the integral in (32) and substituting it back
into (31) yields (28). Similar to that of (31), it can also be
shown that the L.H.S. of (28) first increases then decreases
and (28) has a unique solution µ∗ in the interval [0,Cl ].
Hence, we can use simple bisection method to find µ∗.
After obtaining µ∗, the optimal sensing bandwidth can be
calculated by:

B∗
s =

I

∑
i=1

Gi exp

{
−2− µ∗

θi

}
. (33)

High Sensing Cost Regime: Cs >
Cl
2 In this regime, according

to the third case in Proposition 3.1, the optimal sensing
bandwidth is simply B∗

s = 0. �
Remark 8: From Lemma 4, we can see that in the Low Sens-

ing Cost Regime and High Sensing Cost Regime, the optimal
B∗

s can be obtained using closed-form expressions, while in the
Medium Sensing Cost Regime, the optimal B∗

s can be found
by solving (28) using simple bisection methods. Therefore, the
computational complexity for finding the optimal B∗

s is very low
in the proposed scheme.

F. Summary

Based on our discussion in the previous five subsections,
the equilibrium of the proposed Stackelberg game is: optimal
sensing bandwidth B∗

s in Lemma 4, optimal leasing bandwidth
B∗

l in Lemma 3, optimal admission control in Lemma 2, optimal
differentiated pricing p∗i in Lemma 1 as well as the SUs’ best
responses w∗

i j in (6). In Algorithm 1, we summarize how to
compute the optimal decisions of the C-MVNO and the SUs.

Algorithm 1 Finding the optimal decisions for the C-MVNO
and the SUs

Inputs:
The sensing cost Cs, the leasing cost Cl , the willingness-
to-pay θi of each Si, the aggregate wireless characteristics
Gi of each Si, and the realization of the RV α after Bs is
determined.

Outputs:
The optimal sensing bandwidth B∗

s , the optimal leasing
bandwidth B∗

l , the optimal differentiated pricing {p∗i}1≤i≤I,
and the optimal spectrum allocation w∗

i j.
1: Compute the constants A,D,E,F,H according to (15).

2: if Cs ≤ H
D2 +

ClA
2

2D2 then

3: Set B∗
s as in (26).

4: else if H
D2 +

ClA
2

2D2 <Cs ≤ Cl
2 then

5: Solve (28) for µ∗ using the bisection method. Com-
pute B∗

s as in (27).
6: else
7: Set B∗

s = 0.
8: end if
9: Return B∗

s at the C-MVNO’s side. Perform spectrum
sensing and thus sensing realization factor α is realized.

10: Set B∗
l = (A−αB∗

s )
+ and return it at C-MVNO’s side.

Skip admission control and serve all the SUs.
11: if αBs +Bl ≥ D then
12: Set p∗i = θi,∀ i.
13: else
14: In (10), set G̃i = Gi,∀ i and B = αBs +Bl . Solve (10)

using similar bisection method for λ∗ and then set
p∗i = λ∗+θi,∀ i.

15: end if
16: Return {pi}1≤i≤I at the C-MVNO’s side.
17: At the SUs’ sides, compute the w∗

i j according to (6) with
price pi = p∗i . Return w∗

i j at the j-th SU of Si.

In practice, when the C-MVNO is serving a cognitive net-
work, it does the following things repeatedly. The C-MVNO
observes the temporary spectrum leasing price Cl announced
by the spectrum owners. Since the spectrum sensing price Cs

is determined by the sensing technology of the C-MVNO, the
C-MVNO is always aware of it. Then, the C-MVNO estimates
the wireless characteristic g and the willingness-to-pay θ of
each SU based on its channel condition and service type (watch-
ing video or phoning etc.), respectively. With these system
parameters, the C-MVNO can run Algorithm 1 to compute
the optimal decisions. Since the computational complexity of
Algorithm 1 is very low, it can be implemented at C-MVNO
easily. The C-MVNO may repeat the aforementioned steps once
the temporarily leased spectrum expires or the SU network
changes. We remark that the optimal profit of the C-MVNO is
hard to obtain in closed-form analytically in our heterogeneous
setting. However, through numerical simulations in Section IV,
we could see that the profit is improved significantly compared
to the single pricing scheme in [20].

IV. SIMULATION RESULTS

In this section, we use simulations to evaluate the viability
and optimality of the proposed Algorithm 1 and illustrate
several threshold structures of the equilibrium of the formulated
Stackelberg game. The threshold structures rely on the last part
of Lemma 4, where we show that as long as Cs < Cl/2, the
C-MVNO should not perform any spectrum sensing.

In all simulations, other than specifically mentioned, the
parameters are set to be: I = 20, |Si| = 20,θi = i,gi j = 50 for
i ∈ [1,9] and gi j = 100 for i ∈ [10,20]. In such a case we have
Gi = 1000 for i ∈ [1,9] and Gi = 2000 for i ∈ [10,20]. The
selection of these parameters is just for demonstration purpose.
Other parameters will give similar results, i.e., our analysis is
not restricted by the selection of the parameters.
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Fig. 3. Verifying the optimality of Algorithm 1: Cl = 1 is fixed. The black
curve, blue curve, and red curve correspond to Cs = 0.2, Cs = 0.45, and Cs =
0.7, respectively.

Fig. 4. (a) Impact of Cs and Cl on the optimal sensing bandwidth B∗
s : the black

curve, blue curve, red curve represents the case Cl = 0.5, 0.7, 0.9 respectively.
(b) Impact of Cs and Cl on the optimal expected profit of the C-MVNO.

In the first simulation, we verify the optimality of sensing
bandwidth B∗

s derived by Algorithm 1. To do so, we compute
the profit of C-MVNO by varying Bs while keeping the best
response of Bl and pi obtained in Algorithm 1. We test three dif-
ferent cost parameters for (Cs,Cl): (0.2,1) for the Low Sensing
Cost Regime, (0.45,1) for the Medium Sensing Cost Regime,
and (0.7,1) for the High Sensing Cost Regime. The results
are shown in Fig. 3 where we average over 105 independent
runs. With these parameters, the optimal sensing bandwidth B∗

s
derived by Algorithm 1 are 6220.4, 4144.9, and 0 respectively.
From Fig. 3, we can see that the profit of C-MVNO indeed
achieves the maximum with these optimal B∗

s . We can also see
that the less the sensing cost Cs, the larger the expected profit
of the C-MVNO.

In the second simulation, we study the impact of sensing cost
Cs and leasing cost Cl on the optimal sensing bandwidth B∗

s .
The results are shown in Fig. 4(a), where the horizontal axis
represents the sensing cost Cs and the vertical axis represents
the optimal sensing bandwidth B∗

s . We observe that the opti-
mal sensing bandwidth B∗

s exhibits certain threshold structure.
Specifically, B∗

s first decreases smoothly with Cs and then
suddenly drops to zero and keeps to be zero when Cs increases.
This phenomenon can be explained by the solution structure
of Algorithm 1 as follows. When Cs is relatively small, the
system is in the Low Sensing Cost Regime or Medium Sensing
Cost Regime, so the value of B∗

s decreases smoothly with Cs

according to the first two parts of Lemma 4. However, when Cs

Fig. 5. Expected payoffs of two SUs at the equilibrium of the Stackelberg
game. (a) SU1, θ = 5, g = 50. (b) SU2, θ = 15, g = 100.

further increases and the system enters into the High Sensing
Cost Regime, the value of B∗

s will drop to zero immediately
according to the last part of Lemma 4. From Fig. 4(a), we also
observe that generally B∗

s is large when Cl is large. This is
reasonable since the C-MVNO tends to sense more bandwidth
if the leasing cost is high.

We then investigate the impact of sensing cost Cs and leasing
cost Cl on the optimal expected profit of the C-MVNO. The
results are illustrated in Fig. 4(b), from which we can also
observe the threshold structure. We can see that the profit first
decreases with Cs and finally remains a constant when Cs is
large enough. This is natural because when the system is in the
High Sensing Cost Regime, the optimal sensing bandwidth B∗

s
is always zero, i.e., the C-MVNO senses no spectrum and thus
further increase in Cs will not affect the profit.

We also study the impact of Cs on the expected payoff of SUs
at the equilibrium of the Stackelberg game, which is specified
in (5) and (6). We consider two different SUs, denoted as
SU1 and SU2. The willingness-to-pay θ of SU1 and SU2 are
5 and 15, respectively, while the wireless characteristic g of
SU1 and SU2 are 50 and 100, respectively. We set Cl = 0.7
in this simulation. The results are shown in Fig. 5, which
again exhibit threshold structure. We can see that the payoffs
of the SUs first decrease with Cs and finally remain a constant.
The reason is that once Cs enters into the High Sensing Cost
Regime, the realized sensing bandwidth maintains to be zero
and thus further increase in Cs will not influence the price
of the spectrum for SUs. Therefore, the payoffs of the SUs
remain unchanged. A comparison between SU1 and SU2 also
shows that the SU with larger willingness-to-pay and wireless
characteristic (e.g., SU2 here) enjoys larger payoff.

Next, we study the influence of the sensing realization factor
α on the profit of the C-MVNO, the optimal leasing bandwidth,
the price of SU and the payoff of SU, where we set Cl = 1 and Cs

to be 0.2,0.45, and 0.7 to represent the Low, Medium, and High
Sensing Cost Regimes, respectively. The willingness-to-pay
parameter θ and the wireless characteristic g of the SU whose
price and payoff are shown are 5 and 50, respectively. The
results are shown in Fig. 6. We can see that all results exhibit
threshold structure and the sensing realization factor α has no
influence on any network behavior in the High Sensing Cost
Regime since the corresponding B∗

s is zero. From Fig. 6(a), we
can see that the profit of the C-MVNO increases as α increases
in the Medium Sensing Cost Regime, but saturates in the Low
Sensing Cost Regime. This is because, with large enough α, we
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Fig. 6. Impact of the sensing realization factor α. (a) Impact of α on the
realized profit of the C-MVNO. (b) Impact of α on the optimal leasing
bandwidth. (c) Impact of α on the realized price of a SU. (d) Impact of α on the
realized payoff of a SU.

have αBs ≥ D, and according to Lemma 2, the profit becomes
independent with α. Similar arguments apply to Fig. 6(b)–(d).

Furthermore, we compare the heterogeneous scheme pro-
posed in this paper with the homogeneous scheme proposed
in [20]. In order to have a fair comparison, we change the
simulation parameters to: I = 19,θi = 0.1i, |Si| = 20 and
gi j = 100,∀ i, j,Gi = 2000,∀1 ≤ i ≤ I. Hence, the average
willingness-to-pay is θ = 1. The results are shown in Fig. 7,
from which we can see that the proposed algorithm achieves
much better profit for C-MVNO than the scheme in [20]. The
reason can be explained as follows. Since the homogeneous
scheme in [20] can only handle the homogeneous case, it
will treat all heterogeneous SUs as homogeneous SUs with
average willingness-to-pay parameter θ = 1. In such a case,
the total demand of the SUs will not match with the bandwidth
procured by the C-MVNO, due to which the procured spectrum
may be wasted or may not be enough to serve all SUs, and
thus the profit of C-MVNO is degraded. Therefore, when the
SUs are heterogeneous, which is generally the case in reality,
differentiated pricing should be used to achieve the optimal
profit for C-MVNO.

Finally, we consider the case where the sensing realization
factor α is not uniformly distributed. We note that, regardless
of the distribution of α, the best responses of the leasing
bandwidth, pricing and admission control remain the same, i.e.,
Lemmas 1, 2, and 3 always hold. Compared to the uniformly
distributed α case, the only difference lies in the spectrum sens-
ing decision. In general, when α is not uniformly distributed,
we cannot find simple solution structure for the optimal sensing
bandwidth B∗

s as in Lemma 4. However, we could find a
simple upper bound for the optimal B∗

s as follows. According
to Lemma 1, the C-MVNO should not procure spectrum more
than ∑I

i=1 Gie−2 since the C-MVNO will never sell more spec-
trum in the optimal pricing. Hence, the optimal B∗

s should be no
more than Cl

Cs
∑I

i=1 Gie−2. Otherwise, an obviously better choice

Fig. 7. A comparison between the heterogeneous scheme proposed in this
paper and the homogeneous scheme proposed in [20].

Fig. 8. The α is distributed according to truncated Gaussian. (a) Finding the
optimal sensing bandwidth. (b) The optimal profit.

would be Bs = 0,Bl = ∑I
i=1 Gie−2. With this upper bound, to

find the optimal B∗
s , we perform an exhaustive search on the

interval [0,∑I
i=1 Gie−2]. Though termed exhaustive search, the

process has very low computational overhead and we generally
only need to evaluate dozens of (e.g., 30) values of the expected
profit. This procedure is illustrated in Fig. 8(a), where we only
need to evaluate the expected profit from Bs = 0 to the dashed
lines, i.e., the upper bound mentioned previously. The α follows
a truncated Gaussian distribution with mean 0.5 and variance
0.04 over the interval [0,1]. We further plot the relationship
between the optimal profit and the sensing/leasing costs Cs,Cl

in Fig. 8(b). Similar to the uniformly distributed α scenario,
the optimal profit decreases with Cs and Cl and saturates when
Cs is large enough in which case the C-MVNO will sense no
spectrum, i.e., B∗

s = 0.

V. CONCLUSION AND FUTURE WORK

In this paper, we study the optimal spectrum sensing, spec-
trum leasing, admission control as well as differentiated pricing
decisions from a C-MVNO’s perspective. The SUs are hetero-
geneous in their demands of spectrum and this heterogeneity is
modeled as different willingness-to-pay parameters. Knowing
the characteristic of each SU, we invoke differentiated pricing
instead of single pricing to improve the profit of the C-MVNO.
Formulating the problem as a Stackelberg game, we use
backward induction to analyze the optimal decisions of the
C-MVNO as the equilibrium of the game. A simple algo-
rithm of computing the optimal decisions of the C-MVNO is
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explicitly derived and presented. At last, numerical experiments
are implemented to confirm the optimality of the proposed
algorithm as well as to explore the structure of solution.

There are two directions for future work. First, in practice,
there may be more than one C-MVNO and there may exist
competition between the multiple C-MVNOs [9]. Unlike the
monopoly case studied in this paper, the case of multiple non-
cooperative C-MVNOs needs a new dynamic game formulation
and analysis such as in [22]. Intuitively, competition between
the C-MVNOs may degrade their profits and enhance the
utilities of the SUs. It is interesting to see how the utility
improvement differs among the heterogeneous SUs. Second,
the C-MVNO may not have the complete information of all
the SUs in the cognitive network. For instance, the C-MVNO
may not estimate the willingness-to-pay and the wireless char-
acteristics of the users accurately. In such a case, differentiated
pricing scheme is inviable and a contract-theoretic formulation
is necessary [13], [21]. This may degrade the profit of the
C-MVNO. It is interesting to quantify this profit loss due to
the lack of user information.

APPENDIX A
PROOF OF LEMMA 1

By relating the constraint (8) with Lagrange multiplier λ≥ 0,
we can write the dual function of (P1) as:

g(λ) = inf
−→p 


−→
0

{
−

I

∑
i=1

piG̃i exp

{
−1− pi

θi

}

+ λ

(
I

∑
i=1

G̃i exp

{
−1− pi

θi

}
−B

)}

= −λB−
I

∑
i=1

θiG̃i exp

{
−2− λ

θi

}
,

where the minimum is obtained when pi = λ+ θi,1 ≤ i ≤ I.
Hence, the dual problem of (P1) can be written as follows.

(P2) max
λ≥0

−λB−
I

∑
i=1

θiG̃i exp

{
−2− λ

θi

}
(34)

The derivative of (34) with respect to λ is: −B +

∑I
i=1 G̃i exp{−2 − λ

θi
}. Hence, the optimal λ∗ of (P2) can be

either: 1) λ∗ = 0 if ∑I
i=1 G̃ie−2 ≤ B; or 2) the unique solution to

I

∑
i=1

G̃i exp

{
−2− λ∗

θi

}
= B, (35)

otherwise. Then, the optimal differentiated pricing, i.e., the
solution to (P1), is p∗i = λ∗+θi,1≤ i≤ I. If ∑I

i=1 G̃ie−2 ≤B, the
optimal value of (P1) is ∑I

i=1 θiG̃ie−2. Otherwise, the optimal
value is:

I

∑
i=1

(λ∗+θi)G̃i exp

{
−2−λ∗

θi

}
=λ∗B+

I

∑
i=1

θiG̃i exp

{
−2−λ∗

θi

}
,

(36)

where λ∗ is the unique solution to (35).

APPENDIX B
PROOF OF PROPOSITION 3.1

Case 1—Bs > D: In this case, utilizing Lemma 3, we have:

E(R) =(F −CsBs)

(
1− D

Bs

)
+

∫ D
Bs

A
Bs

[αBsλ∗(αBs)

+
I

∑
i=1

θiGi exp

{
−2− λ∗(αBs)

θi

}
−CsBs

]
dα

+
∫ A

0
Bs(E +αBsCl −CsBs)dα (37)

The first term corresponds to the scenario αBs ≥ D, while the
second term and the third term correspond to the scenarios
D > αBs ≥ A and A > Bs ≥ 0 respectively. Here we define
the function λ∗(t) as the unique solution to the equation:

∑I
i=1 Gi exp{−2− λ∗(t)

θi
}= t, where 0 < t ≤ D and the solution

λ∗(t) is always non-negative. Thus, the expression of E(R) in
(37) can be simplified into the following form:

E(R) = F − DF
Bs

−CsBs +
EA
Bs

+
ClA2

2Bs
+

1
Bs

∫ D

A
tλ∗(t)dt

+
1
Bs

∫ D

A

I

∑
i=1

θiGi exp

{
−2− λ∗(t)

θi

}
dt. (38)

Noting that d
dt ∑I

i=1 θiGi exp{−2− λ∗(t)
θi

}=−t dλ∗(t)
dt , we sim-

plify the last term in (37) into the following form:

∫ D

A

I

∑
i=1

θiGi exp

{
−2− λ∗(t)

θi

}
dt

= DF −AE −A2Cl −2
∫ D

A
tλ∗(t)dt, (39)

where we use λ∗(A) =Cl ,λ∗(D) = 0. We can further calculate
the integral term as follows:

∫ D

A
tλ∗(t)dt =

∫ 0

Cl

λ

(
I

∑
i=1

Gi exp

{
−2− λ

θi

})

×d

(
I

∑
i=1

Gi exp

{
−2− λ

θi

})
=H, (40)

where H is defined in (15). Substituting (39) and (40) back into
(38) yields:

E(R) = F −CsBs −
ClA2

2Bs
− H

Bs
. (41)

From (41), we observe that E(R) is a concave function of Bs on
the interval ∈ [D,+∞).

Case 2—D ≥ Bs >;A: In this case, we can evaluate E(R) as
follows:

E(R) =
EA
Bs

+
ClA2

2Bs
−CsBs +

1
Bs

∫ Bs

A
tλ∗(t)dt

+
1
Bs

∫ Bs

A

I

∑
i=1

θiGi exp

{
−2− λ∗(t)

θi

}
dt. (42)
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We further have:

I

∑
i=1

Niθi exp

{
−2− λ∗(Bs)

θi

}

=−Bsλ∗(Bs)+ACl +E +
∫ Bs

A
λ∗(t)dt. (43)

We rewrite the last term of (42) as:

∫ Bs

A

I

∑
i=1

θiGi exp

{
−2− λ∗(t)

θi

}
dt

= AClBs+Bs

∫ Bs

A
λ∗(t)dt+EBs−AE −A2Cl −2

∫ Bs

A
tλ∗(t)dt.

(44)

Substituting (44) into (42) yields:

E(R)=ACl+E−A2Cl

2Bs
−CsBs−

1
Bs

∫ Bs

A
tλ∗(t)dt+

∫ Bs

A
λ∗(t)dt.

(45)

Taking second order derivative of E(R) with respect to Bs

yields:

d2
E(R)
dB2

s
=− 1

B3
s

[
2
∫ Bs

A
tλ∗(t)dt −B2

s λ∗(Bs)+A2Cl

]
. (46)

Define the quantity inside the parentheses of (46) as f (Bs), i.e.,

f (Bs) = 2
∫ Bs

A
tλ∗(t)dt −B2

s λ∗(Bs)+A2Cl . (47)

Taking derivative of f (Bs), we obtain: d f (Bs)
dBs

=−B2
s

dλ∗(Bs)
dBs

≥ 0.
Thus, f (Bs) is an increasing function of when Bs ∈ [A,D]. We

further note that f (A) = 0. Hence, we have f (Bs) ≥ 0,∀Bs ∈
[A,D]. From (46), we know that d2

E(R)
dB2

s
≤ 0,∀Bs ∈ [A,D].

Hence, E(R) is a concave function of Bs on the interval [A,D].
Case 3—0 ≤ Bs ≤ A: In this case, we have:

E(R) =
∫ 1

0
(E +ClαBs−CsBs)dα = E +Bs

(
Cl

2
−Cs

)
, (48)

which is a linear function of Bs.

REFERENCES

[1] “Facilitating opportunities for flexible, efficient and reliable spectrum use
employing cognitive radio technologies: Notice of proposed rule making
and order,” Washington, DC, USA, FCC Doc. ET Docket No. 03-108,
Dec. 2003.

[2] K. J. R. Liu and B. Wang, Cognitive Radio Networking and Security:
A Game Theoretical View. Cambridge, U.K.: Cambridge Univ. Press,
2010.

[3] Z. Ji and K. J. R. Liu, “Dynamic spectrum sharing: A game theoretical
overview,” IEEE Commun. Mag., vol. 45, no. 5, pp. 88–94, May 2010.

[4] X. Wang et al., “Spectrum sharing in cognitive radio networks—An
auction based approach,” IEEE Trans. Syst., Man, Cybern. B, Cybern.,
vol. 40, no. 3, pp. 587–596, Jun. 2010.

[5] Y. Wu, B. Wang, K. J. R. Liu, and T. C. Clancy, “A scalable collusion-
resistant multi-winner cognitive spectrum auction game,” IEEE Trans.
Wireless Commun., vol. 57, no. 12, pp. 3805–3816, Dec. 2009.

[6] X. Zhou, S. Gandhi, S. Suri, and H. Zheng, “eBay in the sky:
Strategy-proof wireless spectrum auctions,” in Proc. ACM MobiCom,
2008, pp. 2–13.

[7] X. Zhou and H. Zheng, “TRUST: A general framework for truthful double
spectrum auctions,” in Proc. IEEE INFOCOM, 2009, pp. 999–1007.

[8] F. Wang, M. Krunz, and S. Cui, “Price-based spectrum management in
cognitive radio networks,” IEEE J. Sel. Topics Signal Process., vol. 2,
no. 1, pp. 74–87, Feb. 2008.

[9] D. Niyato and E. Hossain, “Competitive pricing for spectrum sharing in
cognitive radio networks: Dynamic game, inefficiency of Nash equilib-
rium, collusion,” IEEE J. Sel. Areas Commun., vol. 26, no. 1, pp. 192–202,
Jan. 2008.

[10] D. Niyato, E. Hossain, and Z. Han, “Dynamics of multiple-seller and
multiple-buyer spectrum trading in cognitive radio networks: A game-
theoretic modeling approach,” IEEE Trans. Mobile Comput., vol. 8, no. 8,
pp. 1009–1022, Aug. 2009.

[11] S. Sengupta and M. Chatterjee, “An economic framework for dynamic
spectrum access and service pricing,” IEEE/ACM Trans. Netw., vol. 17,
no. 4, pp. 1200–1213, Aug. 2009.

[12] P. Maille and B. Tuffin, “Analysis of price competition in a
slotted resource allocation game,” in Proc. IEEE INFOCOM, 2008,
pp. 1561–1569.

[13] L. Gao, X. Wang, Y. Xu, and Q. Zhang, “Spectrum trading in cognitive
radio networks: A contract-theoretic modeling approach,” IEEE J. Sel.
Areas Commun., vol. 29, no. 4, pp. 843–855, Apr. 2011.

[14] B. Wang, K. J. R. Liu, and T. C. Clancy, “Evolutionary cooperative spec-
trum sensing game: How to collaborate?” IEEE Trans. Commun., vol. 58,
no. 3, pp. 890–900, Mar. 2010.

[15] C. Jiang, Y. Chen, Y. Gao, and K. J. R. Liu, “Joint spectrum sensing
and access evolutionary game in cognitive radio networks,” IEEE Trans.
Wireless Commun., vol. 12, no. 5, pp. 2470–2483, May 2013.

[16] Y. Chen and K. J. R. Liu, “Indirect reciprocity game modelling for cooper-
ation stimulation in cognitive networks,” IEEE Trans. Commun., vol. 59,
no. 1, pp. 159–168, Jan. 2011.

[17] B. Zhang, Y. Chen, and K. J. R. Liu, “An indirect-reciprocity rep-
utation game for cooperation in dynamic spectrum access networks,”
IEEE Trans. Wireless Commun., vol. 11, no. 12, pp. 4328–4341,
Dec. 2012.

[18] C. Y. Wang, Y. Chen, and K. J. R. Liu, “Sequential Chinese restau-
rant game,” IEEE Trans. Signal Process., vol. 61, no. 3, pp. 571–584,
Feb. 2013.

[19] C. Jiang, Y. Chen, K. J. R. Liu, and Y. Ren, “Renewal-theoretical dy-
namic spectrum access in cognitive radio networks with unknown primary
behavior,” IEEE J. Sel. Areas Commun., vol. 31, no. 3, pp. 406–416,
Mar. 2013.

[20] L. Duan, J. Huang, and B. Shou, “Investment and pricing with spectrum
uncertainty: A cognitive operator’s perspective,” IEEE Trans. Mobile
Comput., vol. 10, no. 11, pp. 1590–1604, Nov. 2011.

[21] Y. Gao, Y. Chen, C. Y. Wang, and K. J. R. Liu, “A contract-based approach
for ancillary services in V2G networks: Optimality and learning,” in Proc.
IEEE INFOCOM, 2013, pp. 1151–1159.

[22] L. Duan, J. Huang, and B. Shou, “Duopoly competition in dynamic spec-
trum leasing and pricing,” IEEE Trans. Mobile Comput., vol. 11, no. 11,
pp. 1706–1719, Nov. 2012.

[23] S. Li and J. Huang, “Price differentiation for communication networks,”
IEEE/ACM Trans. Netw., vol. 22, no. 3, pp. 703–716, Jun. 2014.

[24] S. Shakkottai, R. Srikant, A. Ozdaglar, and D. Acemoglu, “The price of
simplicity,” IEEE J. Sel. Areas Commun., vol. 26, no. 7, pp. 1269–1276,
Sep. 2008.

Xuanyu Cao received the B.E. degree in electronic
engineering from Shanghai Jiao Tong University,
Shanghai, China, in 2013. He is currently work-
ing toward the Ph.D. degree at the University of
Maryland, College Park, MD, USA. He won the first
prizes in Chinese National Mathematics Contest in
2007 and 2008. He received the Jimmy Lin schol-
arship from the Department of Electrical and Com-
puter Engineering at the University of Maryland.
His current research interests are in the areas of
data science, network science, social networking,

and social media.



1688 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 14, NO. 3, MARCH 2015

Yan Chen (SM’14) received the Bachelor’s degree
from the University of Science and Technology of
China, Hefei, China, in 2004; the M.Phil. degree
from The Hong Kong University of Science and
Technology, Sai Kung, Hong Kong, in 2007; and
the Ph.D. degree from the University of Maryland,
College Park, MD, USA, in 2011. His current re-
search interests are in data science, network science,
game theory, social learning, and networking, as well
as signal processing and wireless communications.

Dr. Chen is a recipient of multiple honors and
awards, including the Best Paper Award from the IEEE GLOBECOM in 2013;
Future Faculty Fellowship and Distinguished Dissertation Fellowship Honor-
able Mention from the Department of Electrical and Computer Engineering in
2010 and 2011, respectively; Finalist of the Deans Doctoral Research Award
from A. James Clark School of Engineering at the University of Maryland in
2011; and the Chinese Government Award for Outstanding Students Abroad
in 2011.

K. J. Ray Liu (F’03) was named a Distinguished
Scholar-Teacher of University of Maryland, College
Park, MD, USA, in 2007, where he is Christine Kim
Eminent Professor of Information Technology. He
leads the Maryland Signals and Information Group
conducting research encompassing broad areas of
signal processing and communications with recent
focus on cooperative and cognitive communications,
social learning and network science, information
forensics and security, and green information and
communications technology.

Dr. Liu was a Distinguished Lecturer, recipient of IEEE Signal Processing
Society 2009 Technical Achievement Award, 2014 Society Award, and various
best paper awards. He also received various teaching and research recognitions
from University of Maryland including university-level Invention of the Year
Award; and Poole and Kent Senior Faculty Teaching Award, Outstanding
Faculty Research Award, and Outstanding Faculty Service Award, all from
A. James Clark School of Engineering. An ISI Highly Cited Author, he is a
Fellow of AAAS.

Dr. Liu was President of IEEE Signal Processing Society (2012-2013) where
he has served as Vice President-Publications and Board of Governor. He was the
Editor-in-Chief of IEEE Signal Processing Magazine and the founding Editor-
in-Chief of EURASIP Journal on Advances in Signal Processing.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


