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The rising energy concern and the ubiquity of energy-consuming wireless appli-

cations have sparked a keen interest in the development and deployment of energy-

efficient and eco-friendly wireless communication technology. Green Wireless Com-

munications aims to find innovative solutions to improve energy efficiency, and to re-

lieve/reduce the carbon footprint of wireless industry, while maintaining/improving

performance metrics.

Looking back at the wireless communications of the past decades, the air-

interface design and network deployment had mainly focused on the spectral effi-

ciency, instead of energy efficiency. From the cellular network to the personal area

network, no matter what size the wireless network is, the milestones along the evolu-

tions of wireless networks had always been higher-and-higher data rates throughout

these years. Most of these throughput-oriented optimizations lead to a full-power

operation to support a higher throughput or spectral efficiency, which is typically

not energy-efficient.

To qualify as green wireless communications, we believe that a candidate tech-



nology needs to be of high energy efficiency, reduced electromagnetic pollution, and

low-complexity. In this dissertation research, towards the evolution of the green

wireless communications, we have extended our efforts in two important aspects of

the wireless communications system: air-interface and networking.

In the first aspect of this work, we study a promising green communications

technology, the time reversal system, as a novel air-interface of the future green

wireless communications. We propose a concept of time reversal division multiple

access (TRDMA) as a novel wireless media access scheme for wireless broadband

networks, and investigate its fundamental theoretical limits. Motivated by the great

energy-harvesting potential of the TRDMA, we develop an asymmetric architecture

for the TRDMA based multiuser networks. The unique asymmetric architecture

shifts the most complexity to the BS in both downlink and uplink schemes, facili-

tating very low-cost terminal users in the networks. To further enhance the system

performance, a 2D parallel interference cancellation scheme is presented to explore

the inherent structure of the interference signals, and therefore efficiently improve

the resulting SINR and system performance.

In the second aspect of this work, we explore the energy-saving potential of

the cooperative networking for cellular systems. We propose a dynamic base-station

switching strategy and incorporate the cooperative base-station operation to im-

prove the energy-efficiency of the cellular networks without sacrificing the quality

of service of the users. It is shown that significant energy saving potential can be

achieved by the proposed scheme.
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Chapter 1: Introduction

1.1 Motivation

The wireless communications industry has experienced an explosive growth

during the past few decades, and it continues to grow rapidly. The rising energy

concern and the ubiquity of energy-consuming wireless applications has sparked

a keen interest in the development and deployment of energy-efficient eco-friendly

wireless communication technology. Green Wireless Communications aims to find

innovative solutions to improve energy efficiency, and to relieve/reduce the energy

consumption and carbon footprint of wireless industry, while maintaining/improving

system performance and/or users’ quality of service.

Looking back at the past decades, the system design and network deployment

had mainly focused on the spectral efficiency, instead of energy efficiency. From

the cellular network to the personal area network, no matter what size the wireless

network is, the milestones along the evolutions of wireless networks had always been

higher-and-higher data rates throughout these years. Most throughput-oriented

optimizations lead to a full-power operation to support a higher throughput or

spectral efficiency, which is typically not energy-efficient. With today’s pervasive

and vast-scale deployment, the energy consumed by wireless communications is no

1



longer as small as many people thought. Consuming about 60 billion kWh each

year, the cellular communications networks alone are responsible for approximately

0.33% of global electricity consumption and 30 million tons of CO2 emission per year,

and keep growing by 16%-20% per year1 [1]. Therefore, energy-efficient wireless

communications technology is desirable more than ever before, and becomes an

urgent challenge for the design of future wireless communications systems.

The evolution of green wireless communications calls for a paradigm shift of

system design across all the layers. In this dissertation research, we extend our efforts

in two important aspects of the wireless communications system: the air-interface2

and the networking3.

1.1.1 The Time Reversal Based Green Air Interface

In wireless communications, messages are delivered through information mod-

ulated radio-frequency (RF) waves, which propagates through a lossy environment

and dissipate within certain distances. Therefore, one of the most straightforward

efforts is to study how to efficiently deliver information from senders to receivers.

The advancement in this endeavor reduces the energy consumed in the air and the

unintended electromagnetic interference/pollution. One of today’s most popular air

interfaces is the Orthogonal Frequency-Division Multiplexing (OFDM), which has

become the dominant air interface for a broad range of wireless communications

1which means that the energy consumption and CO2 emission will be doubled in every 4-5 years
2In the OSI model, the air interface comprises layers 1 and 2 of the mobile communications

system.
3In the OSI model, layer 3 is the network layer.
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systems such as the 3GPP4 Long Term Evolution (LTE) system, the IEEE802.16

WiMAX system, the IEEE 802.11a/g/n/ac (WiFi) wireless LAN system, and so on.

One of the features that makes OFDM stands out is its high spectral efficiency, how-

ever, it is also well known for its high peak-to-average-power ratio (PAPR), which

suffers from poor power efficiency.

In seeking of new green wireless air-interface technologies, our group discovered

that the time reversal (TR) technique can be an ideal paradigm for green wireless

communications, because of its inherent capability of efficiently harvesting signal

energy from the surrounding environment [2]. Compared to the conventional direct

transmission that uses Rake receivers, the TR transmission technique reveals sig-

nificant transmission power reduction, achieves a high interference alleviation ratio,

and exhibits a large multi-path diversity gain. Theoretical analysis shows a poten-

tial for an order of magnitude improvement in the above factors due to the temporal

and spatial focusing effects [2, 3]. Real-life experimental measurements in a typical

indoor environment also demonstrated that TR-based transmission can only cost

as low as 20% of the transmission power needed in a direct transmission; further,

the average interference can be alleviated by up to 6 dB even in the area that is

just several wavelengths away from the focusing location [2]. Compared with the

OFDM, the time reversal technique offers a promising single-carrier alternative air

interface for the future high-speed broadband wireless communications with much

improved energy efficiency.

Motivated by the great potential of time reversal, in this dissertation research,

43GPP: 3rd Generation Partnership Project
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we extend the basic time reversal structure to a multiuser system and propose a

concept of time reversal division multiple access (TRDMA) as a novel wireless me-

dia access scheme for wireless broadband networks, and investigate its fundamental

theoretical limits. Based on the concept of TRDMA, we develop an asymmetric

architecture for the TRDMA based multiuser networks. The unique asymmetric

architecture shifts the most complexity to the BS in both downlink and uplink

schemes, facilitating very low-cost terminal users in the networks. To further en-

hance the system performance, a 2D parallel interference cancellation scheme is

presented to explore the inherent structure of the interference signals, and therefore

efficiently improve the resulting signal quality and system performance.

1.1.2 Energy-Aware Networking and Operations

In the second aspect of this dissertation research, we explore the energy-saving

potential of the cooperative networking and dynamic operation of the cellular sys-

tems. This is motivated by the fact that most of today’s large-scale wireless commu-

nications systems are still facilitated by the widely deployed infrastructures, which

usually consume an order of magnitude more energy than the energy of RF signals

actually consumed over the air. Among today’s various wireless communications

systems, the cellular network system is a leading contributor of energy consump-

tion, due to its pervasive deployment and vast volume of users around the globe. In

cellular networks, the base stations (BSs) contribute 60%-80% of the total energy

consumption [4]. Therefore, improving the energy-efficiency of the BSs is the key of

4



achieving a more efficient wireless cellular network.

Until the few recent works [4–12], the deployment and network operation of

BSs have mainly focused on optimizing capacity and data rates instead of energy

consumption. The networking planning has been designed to accommodate the traf-

fic load during the peak hours, which makes its energy-efficiency very low during

the off-peak hours. On the one hand, this is because the energy consumption of a

cellular base station is dominated by components simply keeping a BS active, which

depends very little on the traffic load. As an example, a typical BS consumes 800-

1500 W, while its power amplifier output is only 40-80 W during the high-traffic

hours [5]. This means that a BS consumes more than 90% of its peak consumption

even in periods of idle operation. On the other hand, the sinusoid-like BS traffic

profile exhibits large peak-to-peak variations during a typical daily cycle [6]. There-

fore, strategically turning off some of the base stations during the off-peak hours

promises a great potential to improve the system’s energy efficiency.

In this dissertation research, we propose a dynamic base-station switching

strategy and incorporate the cooperative base-station operation to improve the

energy-efficiency of the cellular networks without sacrificing the quality of service

(QoS) of the users. Four progressive BS switch-off patterns are considered and dy-

namically switched according to the traffic load to maximize the energy saving. We

study the QoS of the resulting cellular system in terms of the call-blocking prob-

ability and the channel outage probability, both analytically and numerically. We

guarantee the channel outage probability by identifying the UEs situated at the

worst-case locations and use BS cooperation to ensure their minimum QoS require-

5



ments. It is shown that significant energy saving potential can be achieved by the

proposed scheme.

1.2 Organization of Dissertation

From the discussion above, green wireless communications is a new commu-

nications paradigm, which requires a new way of thinking and design philosophy in

all layers of the communications system. This dissertation contributes to the lower

three layers (Physical Layer, data-link Layer, and Network Layer), by developing

a TRDMA based multi-user network as a green wireless air interface, and explor-

ing the energy-saving potential of the cooperative networking of the cellular base

stations. The rest of the dissertation is organized as follows.

1.2.1 An Overview of Related Works

In this chapter, we present an overview of the research history of time reversal

and the related works in the energy-efficient base-station operation. We first review

the basic concepts and principles of the time reversal technology, with an emphasis

on its unique temporal and spatial focusing effects. The energy focusing effects of

time reversal facilitate some unique features of TR-based communications systems

and unparalleled energy-harvesting capability. Then, we introduce the problem of

energy-efficient base-station operation, and summarize the related works.

6



1.2.2 The Concept of TRDMA and Its Fundamental Theoretical

Limits

In this chapter, we propose the concept of TRDMA as a novel wireless media

access scheme in rich-scattering environments, and developed a theoretical analysis

framework for the proposed scheme. A number of system performance metrics are

analyzed and evaluated, including the effective SINR at each user, achievable sum

rate, and achievable rate with ϵ−outage. We further investigate the achievable rate

region for a simplified two-user case, from which one can see the advantages of TRD-

MA over its counterpart techniques, due to the spatial focusing effect of the time

reversal. We incorporate and examine quantitatively the impact of spatial correla-

tion of users to system performances for the SISO case to gain more comprehensive

understanding of TRDMA.

1.2.3 TRDMA Based Multiuser Network-An Asymmetric Architec-

ture

In this chapter, we first introduce a TRDMA uplink scheme and show its d-

uality with the TRDMA downlink scheme presented in Chapter 3. The proposed

TRDMA uplink and downlink schemes facilitate a unique asymmetric architecture

of the TRDMA based multi-user network, in which the higher processing capabil-

ity and channel knowledge available at the BS can be reused, resulting in a min-

imal complexity and cost at the terminals in both uplink and downlink. Such an

7



asymmetric complexity distribution is very desirable for many infrastructure-based

wireless applications, which helps reduce the overall system cost and improve scal-

ability. Another unique feature of the TRDMA system is that in essence the time

reversal technique treats each path in the environment as a virtual antenna, which

collectively contributes to the energy focusing capability and explores the spatial

degrees of freedom. In the second half of this chapter, we investigate this feature

by conducting a comparative study of the TRDMA system and massive multiple-

input-multiple-output (MIMO) system.

1.2.4 2D Parallel Interference Cancellation Scheme for TRDMA

To further enhance the system performance, in this chapter, we propose a 2D

parallel interference cancellation technique for the TRDMA uplink system. The

proposed 2D parallel interference cancellation scheme utilizes the tentative deci-

sions of detected symbols to effectively cancel both the ISI and IUI at the BS. To

further improve the BER performance, a multi-stage processing can be performed

by cascading multiple stages of the cancellation, with a total delay that increases

linearly with the number of stages, but independently with the number of users.

The BER performance of the single-stage cancellation is analyzed, and the approx-

imated theoretical result is well consistent with simulation results. Simulations for

up-to 3 stages of interference cancellation are provided and compared with the basic

TRDMA system without interference cancellation.

8



1.2.5 Energy-Efficient Base-Station Cooperative Operation

In this chapter, we explore the energy-saving potential of the cooperative net-

working for cellular systems. We propose a dynamic base-station switching strat-

egy and incorporate the cooperative base-station operation to improve the energy-

efficiency of the cellular networks without sacrificing the quality of service of the

users. We consider four progressive BS switch-off patterns and dynamically switch

among them according to the traffic load to maximize energy saving. We study the

quality of service (QoS) of the resulting cellular system in terms of the call-blocking

probability and the channel outage probability, respectively. We derive and analyze

the closed-form expressions for the QoS metrics based on the hexagonal cell model.

We guarantee the channel outage probability by identifying the users situated at

the worst-case locations and use BS cooperation to ensure their minimum QoS re-

quirements. We evaluate the achievable energy saving performance of the proposed

scheme and compare them with the conventional network operation.
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Chapter 2: Background

2.1 A History of Time Reversal

2.1.1 The Basic Principles of Time Reversal

The time reversal (TR) signal processing is a technology to focus the power

of signal waves in both time and space domains. The research of time reversal can

date back to early 1970’s, when phase conjugation was first observed and studied

by Zel’dovich et al [13]. Unlike the phase conjugation that uses an holographic or

parametric pumping [14], the time reversal uses transducers to record the signal

waves and enables signal processing on the recorded waveforms.

The time reversal signal processing was applied by Fink et al. in 1989 [15],

followed by a series of theoretical and experimental works [16–22] in acoustic com-

munications. As found in acoustic physics [15–19] and then further validated in

practical underwater propagation environments [20–22], the energy of the TR a-

coustic waves from transmitters could be refocused only at the intended location

with very high spatial resolution. Since TR can make full use of multi-path propa-

gation and also requires no complicated channel processing and equalization, it was

later verified and tested in wireless radio communication systems in early 2000’s,
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especially in Ultra-wideband (UWB) systems [3, 23–26].

Until recent years, the applications of time reversal have been mainly consid-

ered as a specialty use for extreme multi-path environment. Therefore, not much

development and interest could be seen beyond defense applications at that time.

In fact, the principle of time reversal transmission is very simple, as demonstrat-

ed in Fig. 2.1. In Fig. 2.1, when transceiver A wants to transmit information to

transceiver B, transceiver B first has to send an impulse-like pilot signal that propa-

gates through a scattering and multi-path environment and the resulting waveforms

are received and recorded by transceiver A. This is called channel probing phase.

After that, transceiver A simply time-reverses (and conjugated, if the signal is com-

plex valued) the received waveform and then transmits it back through the same

channel to transceiver B. This is called TR-transmission phase.

There are two basic assumptions for the time reversal communication system

to work:

• channel reciprocity: For certain wireless media, modeling the multi-path wire-

less channel as a linear system, the impulse responses of the forward link

channel and the backward link channel are assumed to be identical.

• channel stationarity: The channel impulse responses are assumed to be sta-

tionary for at least one probing-and-transmitting cycle.

By utilizing channel reciprocity, the re-emitted TR waves can retrace the in-

coming paths, ending up with a constructive sum of signals of all the paths at the

intended location and a “spiky” signal-power distribution over the space, as com-

11



C HANNEL

h(t)

H( )

h(t)

h( -t)

H( )

H*( ) |H( )|2

r = h(t)*h(-t)

“Matched Filter”

Transceiver A Transceiver B

Figure 2.1: The time reversal signal processing principle

monly referred to as spatial focusing effect. Also from the signal processing point of

view, in the point-to-point communications, TR essentially leverages the multi-path

channel as a matched filter, i.e., treats the environment as a facilitating matched

filter computing machine for the intended receiver, and focuses the wave in the time

domain as well, as commonly referred as temporal focusing effect.

2.1.2 Temporal Focusing and Spatial Focusing of Time Reversal

In principle, the mechanisms of reflection, diffraction and scattering in wire-

less medium give rise to the uniqueness and independence of the channel impulse

response of each multi-path communication link [27]. When the re-emitted TR

waves from transceiver A propagate in the wireless medium, it is very likely that

the location of transceiver B is the only location that is associated with the re-

ciprocal channel impulse response. That is to say that given the re-emitted TR

waveform from transceiver A that is specific to the channel impulse response be-

tween transceiver A and B, the environment will serve as a natural matched-filter
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only for the intended transceiver B. As a result, the temporal focusing effect of the

specific re-emitted TR waveform can be observed only at the location of transceiver

B. It means that at the time instance of time focusing, the signal power not only

exhibits a strong peak in the time domain at transceiver B, but also concentrates

spatially only at the location of transceiver B in the rich multi-path environments.

Experimental results in both acoustic/ultrasound domain and radio frequency

(RF) domain further verified the temporal focusing and spatial focusing effects of

the time reversal transmission, as predicted by theory. Authors of [15–19] found that

acoustic energy can be refocused on the source with very high resolution (wavelength

level). In [20–22], acoustics experiments in the ocean were conducted to validate the

focusing effects of time reversal in real underwater propagation environments. In

the RF domain, experiments in [26, 28, 29] demonstrated the spatial and temporal

focusing properties of electromagnetic signal transmission with time reversal by

taking measurements in RF communications. Furthermore, a TR-based interference

canceler to mitigate the effect of clutter was presented in [30], and target detection in

a highly cluttered environment using TR was investigated in [31,32]. In [2], real-life

RF experiment results were obtained in typical indoor environments, which shows

the great potential of TR as a new paradigm of the Green wireless communications.

In the context of communication systems, the temporal focusing effect con-

centrates a large portion of the useful signal energy of each symbol within a short

time interval, which effectively suppresses the inter-symbol interference (ISI) for

high speed broadband communications. The spatial focusing effect allows the sig-

nal energy to be harvested at the intended location and reduces leakage to other
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locations, leading to a reduced required transmit power consumption and lower

co-channel interference to other locations. The benefits and unique advantages of

time-reversal based communication systems due to the temporal and spatial focus-

ing effects promise a great potential for wireless broadband communications, as will

be discussed in this dissertation.

2.2 Energy-Efficient Base-Station Operation

The Information and Communications Technology (ICT) industry has expe-

rienced an explosive growth during the past few decades, and it continues to grow

rapidly. Consuming roughly 900 billion KWh per year, the ICT infrastructure is

responsible for about 10% of the world’s electric energy consumption [1]. Within the

ICT sector, the mobile telecommunication industry is one of the major contributors

to energy consumption.

In addition to the environmental impact, electric energy consumption is also

an important economic issue. Reports show that nearly half of the total operating

expenses for a mobile telecommunication operator is the energy cost [33]. Therefore,

an energy-efficient cellular network operation is needed more than ever before to

reduce both the operational expenses and the carbon footprint of this industry.

In a typical cellular system, base stations (BSs) contribute 60%-80% of the

energy consumption of the whole network [4]. Thus, improving the energy-efficiency

of the BSs can significantly reduce both the operational cost and carbon footprint.

However, the deployment and network operation of BSs have mainly focused on
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optimizing capacity, coverage, and data rates, instead of energy consumption until

recently [4–12]. One way to achieve this is to reduce the power consumption of an

active BS by, for example, designing more efficient power amplifiers or decreasing

the distance between the BS hardware and the antennas. However, these approaches

have only a limited impact on the overall power-efficiency of the BS since its energy

consumption is dominated by components that simply keep a BS active, which do

not depend on the traffic load. As an example, a typical active BS consumes 800-

1500 W, while its power amplifier output is only 40-80 W during the high-traffic

hours [5]. This means that a BS consumes more than 90% of its peak consumption

under the conventional operation even in periods of idle operation. On the other

hand, as shown in [6], the sinusoid-like BS traffic profile exhibits large peak-to-

peak variations during a typical daily cycle. Therefore, to achieve better energy

efficiency, one can take a more efficient operation in which some BSs are turned

off in the network in a coordinated manner, and the corresponding traffic load is

distributed among the remaining active BSs when the overall network traffic load is

low (e.g. during nights, weekends, and holidays).

After switching off some BSs, the service areas of the remaining active BSs

increase, reducing the signal to noise ratio (SNR) at the receiver side considerably

due to increased distances between the active BSs and the user equipments (UEs).

For typical outdoor wireless environments, the path loss exponent can be between 3

and 4. This means that when the distance doubles, the required transmit power will

increase at least eight-fold to maintain the same received SNR by simply increasing

the transmit power (i.e. cell breathing [4]). As a result, the usability of simple
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cell breathing is very limited due to the path-loss effect for the purpose of coverage

extension to the cells with a switched-off BS. On the one hand, the power amplifier

of each BS (as well as each UE) has a limited output capability, which limit the

maximum range of coverage; on the other hand, even if one can assume that the

PA is ideal, it is not energy-efficient to use cell breathing for extending the network

service to a large distance.

Fortunately, the last decade witnessed a lot of progress in cooperative commu-

nications [34]. Cooperative communications has been proven to be able to effectively

extend the network coverage with reduced total transmit power [35]. Specifically,

in the context of switching off some BSs, not only does the BS cooperation reduce

the required total transmit power (compared with the coverage extension using cell

breathing), but also allows each of the cooperating BS to share just a fraction of the

total transmit power, which eases the requirement of the PA. Since coverage issue

has to be addressed when switching off some BSs (or putting them into Sleep), the

cooperative communications serves as an enabling technology.

Among previous works on energy saving by BS operation management mech-

anisms, the authors of [7] proposed turning off half of the BSs in a regular pattern

and analyzed the call blocking probability and the average number of active calls

as functions of the call generation rate. In [4] and [6], the amount of saved energy

was characterized for different temporal traffic patterns and switching strategies.

A centralized and a decentralized BS switching algorithm in [8] assigned “active”

or “sleep” states to BSs and users to “active” BSs based on the transmission rate

requirements of the users and the capacity of the BSs. To lower the energy con-
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sumption, a hierarchical cellular architecture was proposed in [9], where additional

microcells provided increased capacity during peak hours, but these microcells were

turned off during periods with low traffic demand, resulting in a more energy-efficient

cellular system. Algorithms for the deployment and operation of such a hierarchi-

cal network were proposed in [10] based on the notion of area spectral efficiency.

In [36], the cellular network greening effect was studied under four combinations

of spatial-temporal power sharing policies, facilitated by short-term (per each time

slot) BS transmit power control with global BS total power budget. The authors

of [12] looked at the energy-saving potential and investigated the impacts of traffic

intensity and BS density to the energy saving performance within the context of

the LTE-Advanced cellular standard with coordinated multi-point (CoMP) trans-

mission and wireless relaying. The authors of [11] considered the scenario where two

operators share the same BS during low traffic periods and analyzed the achievable

energy savings.

However, most previous works did not consider the quality of service (QoS)

degradation due to this path-loss effect [37–39]. In this work, we take into account

both path-loss and fading of wireless channels, and guarantee the QoS of UEs while

achieving energy saving.
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Chapter 3: The Concept of Time Reversal Division Multiple Access

In the single-user case, the temporal and spatial focusing effects have been

shown to greatly simplify the receiver [3,23–26,40,41], and reduce power consump-

tion and interference while maintaining the quality of service (QoS) [2]. In this

chapter, we consider a multi-user system over multi-path channels, and propose a

concept of time-reversal division multiple access (TRDMA) as a wireless media ac-

cess method by taking advantage of the high-resolution spatial focusing effect of

time-reversal structure.

In principle, the mechanisms of reflection, diffraction and scattering in wireless

medium give rise to the uniqueness and independence of the multi-path propaga-

tion profile of each communication link [27], which are exploited to provide spatial

selectivity in spatial division multiple access (SDMA) schemes. Compared with

conventional antenna-array based beamforming SDMA schemes, time-reversal tech-

nique makes full use of a large number of multi-paths and in essence treats each path

as a virtual antenna that naturally exists and is widely distributed in environments.

Therefore, with even just one single transmit antenna, time reversal can po-

tentially achieve a very high diversity gain and high-resolution “pin-point” spatial

focusing. The high-resolution spatial focusing effect maps the natural multi-path
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propagation profile into a unique location-specific signature for each link, as an anal-

ogy to the artificial “orthogonal random code” in a code-division system. The pro-

posed TRDMA scheme exploits the uniqueness and independence of location-specific

signatures in multi-path environment, providing a novel low-cost energy-efficient so-

lution for SDMA. Better yet, the TRDMA scheme accomplishes much higher spatial-

resolution focusing/selectivity and time-domain signal-energy compression at once,

without requiring further equalization at the receiver as the antenna-array based

beamforming does.

The potential and feasibility of applying time reversal to multi-user UWB com-

munications were validated by some real-life antenna-and-propagation experiments

in [2, 42–44], in which the signal transmit power reduction and inter-user interfer-

ence alleviation as a result of spatial focusing effect were tested and justified for

one simplified one-shot transmission over deterministic multi-path ultra-wideband

channels. The idea of TRDMA proposed in this chapter was further supported by

several important recent works [40, 41, 45]. [40] introduced a TR-based single-user

spatial multiplexing scheme for SIMO UWB system, in which multiple data stream-

s are transmitted through one transmit antenna and received by a multi-antenna

receiver. Solid simulation results regarding bit-error-ratio (BER) demonstrate the

feasibility of applying TR to spatially multiplex data streams. Following [40], [41]

took into account the spatial correlation between antennas of the single receiver and

numerically investigated through computer simulation its impact to BER perfor-

mance. Based on [40] and [41], [45] tackled a multiuser UWB scenario with a focus

on the impact of channel correlation to the BER performance through simulation.
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However, there is not much theoretical characterization or proof about system per-

formances found in any of these papers. Furthermore, most of these literatures focus

only on BER performances, without looking at the spectral efficiency which is one

of the main design purposes for any spatial multiplexing scheme. There is still a

lack of system-level theoretical investigation and comprehensive performance analy-

sis of a TR-based multi-user communications system in the literature. Motivated by

the high-resolution spatial focusing potential of the time-reversal structure, existing

experimental measurements and supporting literatures, several major developments

have been proposed and considered in this chapter. Specifically:

• We propose the concept of TRDMA as a novel wireless media access scheme in

rich-scattering environments, and developed a theoretical analysis framework

for the proposed scheme.

• We consider a multi-user broadband communication system over multi-path

Rayleigh fading channels, in which the signals of multiple users are separated

solely by TRDMA.

• We define and evaluate a number of system performance metrics, including

the effective SINR at each user, achievable sum rate, and achievable rate with

ϵ−outage.

• We further investigate the achievable rate region for a simplified two-user

case, from which one can see the advantages of TRDMA over its counterpart

techniques, due to TR’s spatial focusing effect.
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• We incorporate and examine quantitatively the impact of spatial correlation

of users to system performances for the SISO case to gain more comprehensive

understanding of TRDMA.

3.1 System Model

In this section, we introduce the channel and system model and the proposed

TRDMA schemes. We begin with the assumptions and formulations of the channel

model. Then, we describe the two phases of the basic TRDMA scheme with a single

transmit antenna. Finally, we extend the basic single-input-single-output (SISO)

scheme to an enhanced multiple-input-single-output (MISO) TRDMA scheme with

multiple transmit antennas at the base station (BS).

3.1.1 Channel Model

In this chapter, we consider a multi-user downlink network over multi-path

Rayleigh fading channels. We first look at a SISO case where the base station

(BS) and all users are equipped with a single antenna. The channel response of

the communication link between the BS and the i-th user is modeled as {hi[k]},

for k = 0, 1, 2, · · · , L − 1. For each link, we assume that hi[k]’s are independent

circular symmetric complex Gaussian (CSCG) random variables with zero mean

and variance

E[|hi[k]|2] = e
− kTS

σT , 0 6 k 6 L− 1 (3.1)
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where TS is the sampling period of this system such that 1/TS equals the system

bandwidth B, and σT is the root mean square (rms) delay spread [46] of the channel.

Due to the two-phase nature of TR structure, we assume that channels are reciprocal,

ergodic and blockwise-constant with their tap values remaining fixed during at least

one duty cycle. Each duty cycle consists of the recording phase and the transmission

phase, which occupy the proportions of (1 − η) and η of the cycle period, with

η ∈ (0, 1) depending on how fast channels vary over time.

We first assume that the channel responses associated with different users

are uncorrelated. While realistic channel responses might not be perfectly uncorre-

lated, this assumption greatly simplifies the analysis while capturing the essential

idea of TRDMA. Moreover, real-life experimental results in [2, 3] show that in a

rich-scattering environment the correlation between channel responses associated

with different locations decreases to a negligible level when two locations are even

just several wave-lengths apart. A further discussion on the impact of the channel

correlation between users to the system performance will be addressed in Section

3.4.

3.1.2 Phase 1: Recording Phase

The block diagram of a SISO TRDMA downlink system is shown in Fig. 4.2,

in which there are N users receiving statistically independent messages

{X1(k), X2(k), · · · , XN(k)}
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Figure 3.1: The diagram of SISO TRDMA multiuser downlink system

from the BS, respectively. The time-reversal mirror (TRM) shown in the diagram

is a device that can record and time-reverse (and conjugate if complex-valued) the

received waveform, which will be used to modulate the time-reversed waveform with

input signal by convolving them together in the following transmission phase.

During the recoding phase, the N intended users first take turns to transmit

an impulse signal to the BS (ideally it can be a Dirac δ−function, but in practice

a modified raise-cosine signal can be a good candidate for limited bandwidth for

this purpose [2]). Meanwhile, the TRMs at the BS record the channel response

of each link and store the time-reversed and conjugated version of each channel

response for the transmission phase. For simplicity of analytical derivation, we

assume in our analysis that the waveform recorded by TRM reflects the true CIR,

ignoring the small corruption caused by thermal noise and quantization noise. Such

a simplification was justified and based on the following facts shown in literatures

of time reversal:
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• The thermal noise (typically modeled as additive white Gaussian noise (AWGN))

can be effectively reduced to a desired level by averaging multiple recorded

noisy samples of the same CIR’s, provided that channels are slow-varying, as

shown in the real-life experiments [2]. This would increase the portion (1− η)

of the recording phase in the entire duty cycle, leading to a increased channel

probing overhead; but the structure of the analysis for the proposed system is

not altered.

• The effect of quantization was studied by [47]. It was shown that a nine-bit

quantization can be treated as nearly perfect for most applications; and even

with one-bit quantization, the TR system can work reasonably well, demon-

strating the robustness of the TR-based transmission technique.

3.1.3 Phase 2: Transmission Phase

After the channel recording phase, the system starts its transmission phase.

At the BS, each of {X1, X2, · · · , XN} represents a sequence of information symbols

that are independent complex random variables with zero mean and variance of θ. In

other words, we assume that for each i from 1 to N , Xi[k] and Xi[l] are independent

when k ̸= l. As we mentioned earlier, any two sequences of {X1, X2, · · · , XN} are

also independent in our model. We introduce the rate back-off factor D as the

ratio of the sampling rate to the baud rate, by performing up-sampling and down-

sampling with a factor D at the BS and receivers as shown in Fig. 3.1. Such a

notion of back-off factor facilitates simple rate conversion in the analysis of a TR
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system.

These sequences are first up-sampled by a factor of D at the BS, and the i-th

up-sampled sequence can be expressed as

X
[D]
i [k] =


Xi[k/D], if k mod D = 0,

0, if k mod D ̸= 0.

(3.2)

Then the up-sampled sequences are fed into the bank of TRMs {g1, g2, · · · , gN},

where the output of the i-th TRM gi is the convolution of the i-th up-sampled

sequence
{
X

[D]
i [k]

}
and the TR waveform {gi[k]} as shown in Fig. 3.1, with

gi[k] = h∗
i [L− 1− k]

/√√√√E

[
L−1∑
l=0

|hi[l]|2
]
, (3.3)

which is the normalized (by the average channel gain) complex conjugate of time-

reversed {hi[k]}. After that, all the outputs of TRM bank are added together, and

then the combined signal {S[k]} is transmitted into wireless channels with

S[k] =
N∑
i=1

(
X

[D]
i ∗ gi

)
[k]. (3.4)

In essence, by convolving the information symbol sequences with TR waveforms,

TRM provides a mechanism of embedding the unique location-specific signature

associated with each communication link into the transmitted signal for the intended

user.

The signal received at user i is represented as follows

Y
[D]
i [k] =

N∑
j=1

(
X

[D]
j ∗ gj ∗ hi

)
[k] + ñi[k], (3.5)

which is the convolution of the transmitted signal {S[k]} and the channel response
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{hi[k]}, plus an additive white Gaussian noise sequence {ñi[k]} with zero mean and

variance σ2.

Thanks to the temporal focusing effect, the signal energy is concentrated in

a single time sample. The i-th receiver (user i) simply performs a one-tap gain

adjustment ai to the received signal to recover the signal and then down-samples

it with the same factor D, ending up with Yi[k] given as follows (for notational

simplicity, L− 1 is assumed to be a multiple of D)

Yi[k] = ai

N∑
j=1

(2L−2)/D∑
l=0

(hi ∗ gj)[Dl]Xj[k − l] + aini[k], (3.6)

where

(hi ∗ gj)[k] =
L−1∑
l=0

hi[l]gj[k − l] =

L−1∑
l=0

hi[l]h
∗
j [L− 1− k + l]√

E

[
L−1∑
l=0

|hj[l]|2
] (3.7)

with k = 0, 1, · · · , 2L− 2, and ni[k] = ñi[Dk], which is AWGN with zero mean and

variance σ2.

3.1.4 TRDMA with multiple transmit antennas

In this part, we generalize the basic TRDMA scheme into an enhanced ver-

sion with multiple transmit antennas. To maintain low complexity at receivers, we

consider a MISO case where the transmitting BS is equipped with MT antennas

together with multiple single-antenna users.

Let h
(m)
i [k] denote the k-th tap of the channel response for the communication

link between user i and the m-th antenna of the BS, and we assume it is a circular
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Figure 3.2: The diagram of MISO TRDMA multiuser downlink system

symmetric complex Gaussian random variable with zero mean and a variance

E[|h(m)
i [k]|2] = e

− kTS
σT . (3.8)

In alignment with the basic SISO case, we also assume that paths associated with

different antennas are uncorrelated, i.e. h
(m)
i [k] and h

(w)
j [l] are uncorrelated for

∀ i, j ∈ {1, 2, · · · , N} and ∀ k, l ∈ {0, 1, · · · , L − 1} when m ̸= w, where m,w ∈

{1, 2, · · · ,MT} are the indices of the m-th and w-th antennas at the BS.

For the MISO TRDMA scheme, each antenna at the BS plays a role similar

to the single-antenna BS in the basic scheme. The block diagram for the MISO

TRDMA is shown in Fig. 3.2. The TR waveform {g(m)
i [k]} is the normalized (by

the average total energy of MISO channels) complex conjugate of time-reversed

{h(m)
i [k]}, i.e.

g
(m)
i [k] = h

(m)∗
i [L− 1− k]

/√√√√E

[
MT

L−1∑
l=0

|h(m)
i [l]|2

]
. (3.9)
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As a result, the average total transmit power at the BS is

P =
N × θ

D
, (3.10)

which does not depend on the number of the transmit antennas MT .

The resulting received signal at user i can be similarly represented as

Yi[k] =
N∑
j=1

MT∑
m=1

2L−2
D∑
l=0

(
h
(m)
i ∗ g(m)

j

)
[Dl]Xj[k − l] + n[k], (3.11)

where n[k] is additive white Gaussian noise with zero mean and variance σ2.

Hereafter, we define a modified received signal-to-noise ratio (SNR) ρ for the

ρ =
P

σ2
E

[
L−1∑
l=0

|h(m)
i [l]|2

]
=

P

σ2

1− e
−LTS

σT

1− e
− TS

σT

, (3.12)

to rule out the potential multi-path gain in the system model in the following per-

formance evaluations.

In the following sections, we evaluate the system performance of the proposed

system in terms of the effective SINR, the achievable sum rate, and the achievable

rates with ϵ−outage.

3.2 Effective SINR

In this section, we evaluate the effective SINR of the proposed system. Since

the basic SISO scheme is just a special case with MT = 1, we analyze the general

MISO case with MT as a parameter in this section.

Note that for
{
(h

(m)
i ∗ g(m)

j )[k]
}

in (3.11), when k = L − 1 and j = i, it

corresponds to the maximum-power central peak of the autocorrelation function,
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i.e.

(h
(m)
i ∗ g(m)

i )[L− 1]=
L−1∑
l=0

|h(m)
i [l]|2

/√√√√E

[
MT

L−1∑
l=0

|h(m)
i [l]|2

]
. (3.13)

Subject to the constraint of one-tap receivers, the i-th receiver is designed to es-

timate Xi[k − L−1
D

] solely based on the observation of Yi[k]. Then, the remaining

components of Yi can be further categorized into inter-symbol interference (ISI),

inter-user interference (IUI) and noise, as shown below:

Yi[k] = ai

MT∑
m=1

(h
(m)
i ∗ g(m)

i )[L− 1]Xi[k − L− 1

D
] (Signal)

+ ai

(2L−2)/D∑
l=0

l ̸=(L−1)/D

MT∑
m=1

(h
(m)
i ∗ g(m)

i )[Dl]Xi[k − l] (ISI)

+ ai

N∑
j=1

j ̸=i

(2L−2)/D∑
l=0

MT∑
m=1

(h
(m)
i ∗ g(m)

j )[Dl]Xj[k − l] (IUI)

+ aini[k]. (Noise) (3.14)

Note that the one-tap gain ai does not affect the effective SINR, we consider it as

ai = 1 in the subsequent analysis, without loss of generality.

Given a specific realization of the random channel responses, from (3.14), one

can calculate the signal power PSig(i) as

PSig(i) = EX

∣∣∣∣∣
MT∑
m=1

(hi ∗ gi)[L− 1]Xi[k − L− 1

D
]

∣∣∣∣∣
2
 (3.15)

= θ

∣∣∣∣∣
MT∑
m=1

(
h
(m)
i ∗ g(m)

i

)
[L− 1]

∣∣∣∣∣
2

,

where EX [·] represents the expectation over X. Accordingly, the powers associated
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with ISI and IUI can be derived as

PISI(i) = θ

2L−2
D∑
l=0

l ̸=L−1
D

∣∣∣∣∣
MT∑
m=1

(
h
(m)
i ∗ g(m)

i

)
[Dl]

∣∣∣∣∣
2

, (3.16)

PIUI(i) = θ

N∑
j=1

j ̸=i

2L−2
D∑
l=0

∣∣∣∣∣
MT∑
m=1

(
h
(m)
i ∗ g(m)

j

)
[Dl]

∣∣∣∣∣
2

. (3.17)

When there exists interference, the SINR is almost always a crucial perfor-

mance metric used to measure the extent to which a signal is corrupted. It is

especially the case for a media-access scheme, where interference management is

one of the main design objectives. In this part, we investigate the effective SINR at

each user in this multi-user network.

We define the average effective SINR at user i SINRavg(i) as the ratio of the

average signal power to the average interference-and-noise power, i.e.,

SINRavg(i) =
E [PSig(i)]

E [PISI(i)] + E [PIUI(i)] + σ2
, (3.18)

where each term has been specified in (3.15), (3.16) and (3.17). Note that such de-

fined effective SINR in (3.18) bears difference with the quantity E
[

PSig(i)

PISI(i)+PIUI(i)+σ2

]
in general. The former can be treated as an approximation of the latter quantity.

Such an approximation is especially useful when the calculation of the average SINR

using multiple integration is too complex, as is the case in this chapter and literatures

such as [26,48,49]. The performance of this approximation will be demonstrated in

the numerical results shown in Figures 3.3, 3.4 and 3.5.

Theorem 1. For the independent multi-path Rayleigh fading channels given in Sec-

tion 3.1, the expected value of each term for the average effective SINR (3.18) at
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user i can be obtained as shown in (3.19), (3.20), and (3.21).

E [PSig(i)] = θ
1 + e

−LTS
σT

1 + e
− TS

σT

+ θMT
1− e

−LTS
σT

1− e
− TS

σT

; (3.19)

E [PISI(i)] = 2θ

e
− TS

σT

(
1− e

− (L−2+D)TS
σT

)
(
1− e

−DTS
σT

)(
1 + e

− TS
σT

) ; (3.20)

E [PIUI(i)] = θ(N − 1)

(
1 + e

−DTS
σT

)(
1 + e

− 2LTS
σT

)
− 2e

− (L+1)TS
σT

(
1 + e

− (D−2)TS
σT

)
(
1− e

−DTS
σT

)(
1 + e

− TS
σT

)(
1− e

−LTS
σT

) .

(3.21)

Proof. Based on the channel model presented in Section 3.1, the second and fourth

moments of h
(m)
i [k] are given by [50]

E
[
|h(m)

i [k]|2
]
= e

− kTS
σT , (3.22)

E
[
|h(m)

i [k]|4
]
= 2

(
E
[
|h(m)

i [k]|2
])2

= 2e
− 2kTS

σT . (3.23)

Based on (3.22) and (3.23), after some basic mathematical derivations, we obtain

the following expected values for ∀i ∈ {1, 2, · · · , N} in (3.24), (3.25), and (3.26).

E

∣∣∣∣∣
MT∑
m=1

(
h
(m)
i ∗ g(m)

i

)
[L− 1]

∣∣∣∣∣
2
 =

1 + e
−LTS

σT

1 + e
− TS

σT

+MT
1− e

−LTS
σT

1− e
− TS

σT

; (3.24)

E


2L−2

D∑
l=0

l ̸=L−1
D

∣∣∣∣∣
MT∑
m=1

(
h
(m)
i ∗ g(m)

i

)
[Dl]

∣∣∣∣∣
2

 = 2

e
− TS

σT

(
1− e

− (L−2+D)TS
σT

)
(
1− e

−DTS
σT

)(
1 + e

− TS
σT

) , (3.25)

and

E

 N∑
j=1

j ̸=i

2L−2
D∑
l=0

∣∣∣∣∣
MT∑
m=1

(
h
(m)
j ∗ g(m)

i

)
[Dl]

∣∣∣∣∣
2
 = (N − 1) (3.26)

×1 + e
−DTS

σT + e
− 2LTS

σT − 2e
− (L+1)TS

σT − 2e
− (D+L−1)TS

σT + e
− (D+2L)TS

σT(
1− e

−DTS
σT

)(
1 + e

− TS
σT

)(
1− e

−LTS
σT

) .
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Therefore, according to (3.15-3.17), (3.19-3.21) are obtained as shown in The-

orem 1.

From Theorem 1, one can see that the average interference powers (i.e. ISI

and IUI) in (3.25) and (3.26) do not depend on MT , while the signal power level in

(3.24) increases linearly with the number of antennas, which is due to an enhanced

focusing capability with multiple transmit antennas leveraging the multi-paths in

the environment. The enhanced focusing effects monotonically improve the effective

SINR. Another interesting observation is that a larger back-off factor D yields high-

er reception quality of each symbol, which is especially effective in the high SINR

regime where interference power dominates the noise power. The asymptotic be-

havior of the SINR in the high SNR regime with varying D is given by the following

theorem.

Theorem 2. In the high SNR regime, when D is small such that D ≪ L and

D ≪ σT/TS, doubling D leads to approximately a 3dB gain in the average effective

SINR.

Proof. First note that the signal power does not depend on D and that the noise is

negligible in the high SINR regime. Thus, we can focus on the interference powers.

• For Inter-Symbol Interference (ISI):

E [PISI(i,D = d)]

E [PISI(i,D = 2d)]
=

(
1 + e

− dTS
σT

)(1− e
− (L−2+d)TS

σT

)
(
1− e

− (L−2+2d)TS
σT

) (3.27)

Since D ≪ L, then

(
1−e

− (L−2+d)TS
σT

)
(
1−e

− (L−2+2d)TS
σT

) ≈ 1; and since D ≪ σT

TS
, then e

− dTS
σT ≈ 1.
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Therefore,

E [PISI(i,D = d)]

E [PISI(i,D = 2d)]
≈ 2.

• For Inter-User Interference (IUI):

E [PIUI(i,D = d)]

E [PIUI(i,D = 2d)]
=

(
1 + e

− dTS
σT

)
× (3.28)(

1 + e
− dTS

σT

)(
1 + e

− 2LTS
σT

)
− 2e

− (L+1)TS
σT

(
1 + e

− (d−2)TS
σT

)
(
1 + e

− 2dTS
σT

)(
1 + e

− 2LTS
σT

)
− 2e

− (L+1)TS
σT

(
1 + e

− (2d−2)TS
σT

) .

For similar reasons,

E [PIUI(i,D = d)]

E [PIUI(i,D = 2d)]
≈ 2.

Next, we present some numerical evaluation of the average effective SINR. In

this chapter, we mainly consider the broadband systems with frequency bandwidth

that typically ranges from hundreds MHz to several GHz, which is much wider that

those narrow-band systems specified in 3GPP/3GPP2. In the rich scattering envi-

ronment, the underlying paths are so many that the number of perceived multiple

paths increases quickly with the system bandwidth. For a system with bandwidth

B, the minimum resolvable time-difference between two paths is TS = 1/B [51].

Keeping this in mind, we first choose L = 257 and σT = 128TS from a typical range,

and evaluate the average effective SINR versus ρ under various system configura-

tions in terms of N (the number of users), MT (the number of antennas) and D

(the rate back-off factor). In Fig. 3.3, Fig. 3.4 and Fig. 3.5, with L = 257 and

σT = 128TS, the solid curves are obtained according to the analytical results given
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Figure 3.3: The impact of the number of antennas when D = 8, N = 5
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by Theorem 1, and the dashed curves are collected from simulation which numerical-

ly computes E
[

PSig(i)

PISI(i)+PIUI(i)+σ2

]
. One can see that the results shown in Theorem 1

approximate well the empirical means obtained by simulation, which demonstrates

the effectiveness of the definition of effective SINR in the system of interest in this

chapter.

Fig. 3.3 is plotted with D = 8 and N = 5, demonstrating the impact of the

number of antennas MT to the effective SINR. From Fig. 3.3, one can see that

approximately a 3dB gain is attained as MT is doubled within a reasonable range.

The impact of the rate back-off to the effective SINR is shown with N = 5, MT = 4

in Fig. 3.4. Both analytical formulas and simulation results show that a lager D

can reduce ISI and IUI while maintaining the signal power. In the high SNR regime
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where interference powers dominates the noise power, approximately a 3dB gain in

effective SINR can be seen when D is doubled in Fig. 3.4, as predicted in Theorem 2.

In Fig. 3.5, we investigate the impact of the number of users with D = 8, MT = 4.

Due to the existence of IUI, increasing the number of co-existing users will result

in higher interference between users. That implies a tradeoff between the network

capacity (in terms of number of serviced users) and signal reception quality at each

user, as indicated in Fig. 3.5.

Furthermore, to demonstrate the usefulness and practical importance of TRD-

MA, we apply the proposed scheme to more practical channel models, the IEEE

802.15.4a outdoor non-line-of-sight (NLOS) channels, operating over bandwidth of
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B = 500 MHz (TS = 2 ns and the typical channel length L ∼ 80 to 150 taps) and

B = 1 GHz (TS = 1 ns and the typical channel length L ∼ 200 to 300 taps) , respec-

tively. Fig. 3.6 shows the performances of the proposed TRDMA scheme over the

two aforementioned more practical channel models with MT = 4. Such two practical

channel models have comparable system bandwidth and channel lengths with the

systems which TRDMA is designed for. From Fig. 3.6, one can see that the per-

formances for the practical channel models well preserve the system performances

obtained for our theoretical model, especially in high SNR regime. Note that in Fig.

3.6, we set D = 4 and 8 for the channels with TS = 2 ns and TS = 1 ns, respectively,

to ensure that their baud rates (i.e. B/D) are the same for a fair comparison of

the two. As seen from this comparison, a channel’s multi-path richness (or higher

resolution of perceiving multiple paths) due to the broader system bandwidth, gives

rise to better user-separation in the proposed TRDMA scheme, which in essence

increases the degree of freedom of the location-specific signatures.

3.3 Achievable Rates

In this section, we evaluate the proposed TRDMA in terms of achievable rates.

We first look at its achievable sum rate. Then, two types of achievable rates with

ϵ-outage are defined and analyzed. Finally, we derive the two-user achievable rate

region of the TR structure and compare it with its rake-receiver counterparts.
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3.3.1 Achievable sum rate

The achievable sum rate can be used as an important metric of the efficiency

of a wireless downlink scheme, which measures the total amount of information that

can be effectively delivered given the total transmit power constraint P.

When the total transmit power is P, the variance of each symbol is limited to

θ = PD/N, according to the simple conversion shown in (3.10). For any instanta-

neous realization of the random channels that we modeled in Section 3.1, one could

obtain its corresponding instantaneous effective SINR of user i with symbol variance

θ using the following equation

SINR(i, θ) , PSig(i)

PISI(i) + PIUI(i) + σ2
, (3.29)

where each term is specified in (3.15), (3.16) and (3.17).

Then, under the total power constraint P, the instantaneous achievable rate

of user i can be calculated as

R(i) = η
TS×B×D

log2 (1 + SINR(i, PD/N))

= η
D
log2 (1 + SINR(i, PD/N)) (bps/Hz),

(3.30)

where η serves as a discount factor that describe the proportion of the transmission

phase in the entire duty cycle. We normalize the sum rate with bandwidth B =

1/TS, presenting the information rate achieved per unit bandwidth (often referred to

as spectral efficiency). It is also worth noting that in (3.30), the quantity is divided

by D, because of the consequence of rate back-off.
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Accordingly, the instantaneous achievable sum rate can be obtained as

R =
N∑
i=1

R(i) =
η

D

N∑
i=1

log2 (1 + SINR(i, PD/N)) . (3.31)

Averaging (3.31) over all realizations of the random ergodic channels, the expected

value of the instantaneous achievable sum rate is a good reference of the long-term

performance and can be calculated by

Ravg = E

[
η

D

N∑
i=1

log2 (1 + SINR(i, PD/N))

]
. (3.32)

In the following part of this section, without loss of generality, we use η ≈ 1,

ignoring the overhead caused by the recording phase in each duty cycle, which is

valid when the fading channels are not varying very fast.

The numerical evaluation of the average achievable sum rate is shown with the

channel response length L = 257 and delay spread σT = 128TS in the system model.

We plot this average achievable sum rate (setting η = 1) in Fig. 3.7 with different

system configurations. To show how well the scheme performs in more realistic

environments, we also include a comparison of the achievable-sum-rate performances

for the channel model (with L = 257, σT = 128TS, and MT = 4) introduced in

Section II and the IEEE802.15.4a Outdoor NLOS channel model (with B = 1 GHz,

TS = 1 ns, MT = 4) in Fig. 3.8.

From Fig. 3.7, one can see that the sum rate increases monotonically with MT ,

as a result of improved SINRs achieved by enhanced spatial focusing. From Fig.

3.8, one can see that the IEEE802.15.4a channel model with comparable channel

length (L ∼ 200 to 300 taps) well preserves the achievable sum rates of the theo-

retical channel model introduced in Section II, especially in high SNR regime. This
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demonstrates the effectiveness of TRDMA when applied to more practical channel-

s. From both Fig. 3.7 and Fig. 3.8, one can see that a larger N gives rise to a

larger achievable sum rate, and a larger D discounts the achievable sum rate. The

mechanisms of how D and N affect the sum rate are summarized as follows:

• A largerN increases the concurrent data streams (or multiplexing order), while

degrades the individual achievable rate of each user due to stronger interference

among users. The SINR degradation is inside the logarithm function in (3.31),

but the multiplexing order multiplies logarithm function, yielding a higher sum

rate when N is larger.

• On the other hand, a larger D improves the reception quality of each symbol

as a result of reduced ISI, but it lowers the symbol rate of the transmitter.

For similar reasons, the improvement of SINR inside the logarithm function

cannot compensate the loss of lowering symbol rate.

Thus, a choice of the pair (D,N) can reveal a fundamental engineering tradeoff

between the signal quality at each user and the sum rate of this network.

3.3.2 Achievable Rate with ϵ-outage

In this part, we look at the achievable rate with ϵ-outage of the TRDMA-

based multi-user network. The concept of ϵ-outage rate [51,52] allows bits sent over

random channels to be decoded with some probability of errors no larger than ϵ,

namely the outage probability. Such a concept well applies to slow-varying channels,

where the instantaneous achievable rate remains constant over a large number of
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transmissions, as is typically the case when the TR-structure is applied.

We first define two types of outage events in the TRDMA-based downlink

network, and then characterize the outage probability of each type.

Definition 1. (Outage of type I (individual rate outage)) We say outage of type I

occurs at user i if the achievable rate of user i, as a random variable, is less than

a given transmission rate R, i.e. the outage event of type I can be formulated as{
1
D
log2(1 + SINR(i, θ)) < R

}
, and the corresponding outage probability of user i

for rate R is

Pout I(i) = Pr

{
1

D
log2(1 + SINR(i, θ)) < R

}
, (3.33)

where SINR(i, θ) is given by (3.29) with the variance of each information symbol

θ = PD/N.

Definition 2. (Outage of type II (average rate outage)) We say outage of type

II occurs if the rate achieved per user (averaged over all the users) in the network,

as a random variable, is less than a given transmission rate R, i.e. the outage

event of type II can be formulated as

{
1
N

N∑
i=1

1
D
log2 (1 + SINR(i, θ)) < R

}
, and the

corresponding outage probability for rate R is

Pout II = Pr

{
1

D ·N

N∑
i=1

log2 (1 + SINR(i, θ)) < R

}
, (3.34)

where SINR(i, θ) is given by (3.29) with the variance of each information symbol

θ = PD/N.

We present the two types of outage probabilities as functions of the transmis-

sion rate R in Fig. 3.9. Without loss of generality (due to symmetry), we select
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Figure 3.9: The normalized achievable rate with outage

user 1’s type-I outage probability Pout I as a representative of others. In Fig. 3.9,

simulation is made with L = 257 and σT = 128TS under the normalized SNR level

ρ = 10dB. As one can see, the slopes of curves in Fig. 3.9 are all very steep be-

fore the outage probabilities approach to 1. This indicates that the TR transmission

technology could effectively combat the multi-path fading and makes the system be-

have in a more deterministic manner due to the strong law of large numbers. Such

a property is highly desirable in a broad range of wireless communications, where

link stability and reliability are prior concerns. Also, similar discounting effect on

the achievable rate of rate back-off D is observed, and a larger N (number of users)

would also reduce the individual achievable rate with the same outage probability

due to its resulting larger IUI.
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3.3.3 Achievable Rate Region Improvement over Rake receivers

In this part, we present TRDMA’s improvement of achievable rate region over

its counterpart, the rake receivers. Note that in the single-user case, by shifting the

equalization from the receiver to the transmitter, time reversal bears some mathe-

matical similarity to the rake receivers whose number of fingers is equal or close to

the length of channel response. However, as shown in [2], for some broadband com-

munications with typically tens to hundreds of paths, the complexity of rake receiver

with such a large number of fingers is not practical. We demonstrate the advantage

of TR structure over rake receivers in a multi-user scenario where spatial focusing

effect of TR structure plays an important role, with the derivation of the two-user

achievable rate region (the case of more users can be extended by defining a re-

gion in higher dimensional space). Specifically, we look at the TRDMA scheme and

rake-receiver-based schemes in terms of the amount of information delivered (mutu-

al information between input and output) within one single transmission, measured

by bits per use of the multi-path channel.

Consider a two-user downlink scenario, where the transmitter has two indepen-

dent information symbols X1 and X2 for two different receivers, respectively. The

links between the transmitter and each receiver are modeled as a discrete multi-path

channel with impulse responses h1 and h2 as in Section 3.1. Fig. 3.10 (a) shows

a two-user single-antenna TRDMA scheme as introduced in this chapter; and Fig.

3.10 (b) shows a two-user rake-receiver based downlink solution. As we will show

later, the proposed TRDMA scheme outperforms the rake-receiver based schemes
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Figure 3.10: Two downlink systems

even when we assume that the number of fingers can be equal to the length of chan-

nel response and that the delay, amplitude and phase of each path can be perfectly

tracked by the rake receiver.

3.3.3.1 Rake Receivers

For the ideal rake receivers in Fig. 3.10 (b), the equalized signals can be

written as

Y1 = ||h1||2X + Z1; Y2 = ||h2||2X + Z2, (3.35)

where ||hi||2 =

√
L−1∑
l=0

|hi(l)|2 is the Euclidean norm of the channel response hi,

and Zi is additive white Gaussian noise with zero-mean and variance σ2
i . X is the

transmitted signal, which is the combination of the two information symbols X1 and
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X2.

One of the most intuitive way of combining X1 and X2 is to use orthogonal

bases that allocate each user a fraction of the total available degrees of freedom [53].

In the two-user case, suppose that X(t) =
√
βX1c1(t) +

√
1− βX2c2(t) where c1(t)

and c2(t) are two orthonormal basis functions that assign a fraction α ∈ (0, 1) of the

total available degrees of freedom to user 1 and (1 − α) to user 2. We consider the

two-user achievable rate region with a total transmit power constraint. Specifically,

let us assume that X1 and X2 are independent and identically distributed (i.i.d.)

random variables with variance Φ, with the power allocation factor β such that the

variance of X var(X) =
(√

β
)2

Φ +
(√

1− β
)2

Φ = Φ.

Then, for the ideal rake receivers using orthogonal bases, the maximum achiev-

able rate pair (R1, R2) in bits per channel use is given by [52]

R1 ≤ α log2

(
1 +

β||h1||22Φ
ασ2

1

)
R2 ≤ (1− α) log2

(
1 +

(1−β)||h2||22Φ
(1−α)σ2

2

)
,

(3.36)

with all possible values α ∈ (0, 1) and β ∈ [0, 1] defining the achievable rate region.

It has been shown that for the input-output correspondence shown in (3.35),

the optimal frontier of the concurrently achievable rate pair is characterized by

using superposition coding [54–57]. Without loss of generality, we assume that

σ2
1

||h1||22
≤ σ2

2

||h2||22
, i.e. User 1’s channel is advantageous to User 2’s. Then the achievable

rate region of the superposition coding is given by [52]

R1 ≤ log2

(
1 +

β||h1||22Φ
σ2
1

)
R2 ≤ log2

(
1 +

(1−β)||h2||22Φ
β||h2||22Φ+σ2

2

) (3.37)

where β ∈ [0, 1] is the power allocation factor that defines the achievable rate region.
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3.3.3.2 TRDMA Scheme and Genie-aided Outer-bound

For the TRDMA scheme with a single-tap receiver, when just one single trans-

mission is considered, the input-and-output correspondence is reduced to

Y1 =
√
β||h1||2X1+

√
1− β (h1 ∗ g2) (L− 1)X2 + Z1;

Y2 =
√
1− β||h2||2X2+

√
β (h2 ∗ g1) (L− 1)X1 + Z2,

(3.38)

where gi(l) = h∗
i (L− 1− l)/||hi||2 implemented by TRMs, and (hj ∗ gi) denotes the

convolution of hj and gi.

Then, the resulting mutual information is obtained as follows

R1 ≤ log2

(
1 +

||h1||22βΦ
|(h1∗g2)(L−1)|2(1−β)Φ+σ2

1

)
R2 ≤ log2

(
1 +

||h2||22(1−β)Φ

|(h2∗g1)(L−1)|2βΦ+σ2
2

) (3.39)

where β ∈ [0, 1] is the power allocation factor that defines the achievable rate region.

Lastly, we derive a genie-aided outer-bound for the two-user capacity region,

in which case all the interference is assumed to be known and thus can be completely

removed. Such a genie-aided outer-bound can be obtained with β ∈ [0, 1] as follows

R1 ≤ log2

(
1 +

||h1||22βΦ
σ2
1

)
R2 ≤ log2

(
1 +

||h2||22(1−β)Φ

σ2
2

) (3.40)

3.3.3.3 Numerical Comparison

We present a numerical comparison of the capacity regions obtained in (3.36)

(3.37) (3.39) and (3.40). In particular, we set
Φ E[||h1||22]

σ2
1

= 10dB for User 1 and

Φ E[||h2||22]
σ2
2

= 5dB for User 2. In Fig. 3.11, results are obtained by averaging over

1000 trials of multi-path Rayleigh fading channels. Each time, channel responses h1
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Figure 3.11: Achievable rate region for two-user case

and h2 are randomly generated with parameters L = 257 and σT = 128TS according

to the channel model in Section 3.1.

First, in Fig. 3.11, all the schemes achieve the same performances in the

degraded single-user case, which corresponds to the two overlapping intersection

points on the axes. This is due to the mathematical similarity between TR and

Rake receivers in the single-user case and the commutative property of linear time-

invariant (LTI) system. On the other hand, in most cases when both users are active,

the proposed TRDMA scheme outperforms all the rake-receiver based schemes as

shown in Fig. 3.11. Moreover, the frontier achieved by TRDMA is close to the Genie-

aided outer-bound. All these demonstrate TRDMA’s unique advantage of spatial

focusing brought by the pre-processing of embedding location-specific signatures
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before sending signals into the air. The high-resolution spatial focusing, as the key

mechanism of the TRDMA, alleviates interference between users and provides a

novel wireless medium access solution for multi-user communications.

3.4 Channel Correlation Effect

In the preceding sections, we assume a model of independent channels, because

for rich-scattering multi-path profiles associated with reasonably far-apart (typical-

ly, several wavelengths) locations, they are often highly uncorrelated [27]. However,

channels may become correlated when the environment is less scattering and users

are very close to each other. To gain a more comprehensive understanding of TRD-

MA, it is also interesting and important to develop a quantitative assessment of its

performance degradation due to spatial correlation between users.

3.4.1 Spatial Channel Correlation

Although there are many ways to model correlated channel responses, we here-

in choose to obtain correlated channel responses X̂ and Ŷ by performing element-

wise linear combinations of independent channels X and Y as follows [50,58,59] X̂(i)

Ŷ (i)

 =


√
ξ

√
1− ξ

√
1− ξ

√
ξ


 X(i)

Y (i)

 , (3.41)

where the coefficient ξ ∈ [0, 1].

Before we proceed, we give a definition to spatial correlation of two multi-path

channel responses.
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Definition 3. For two multi-path channel responses X̂ and Ŷ , the spatial correlation

of X̂ and Ŷ is defined as

SX̂Ŷ =

L−1∑
i=0

∣∣∣E [X̂(i)Ŷ (i)∗
]∣∣∣√

L−1∑
i=0

E
[
|X̂(i)|2

]
·
L−1∑
j=0

E
[
|Ŷ (j)|2

] . (3.42)

Note that this definition assumes zero-mean channel responses without loss of

generality, and SX̂Ŷ takes values between 0 and 1. Particularly, when X̂ and Ŷ are

identical or additive inverse to each other, SX̂Ŷ = 1; when X̂ and Ŷ are uncorrelated,

SX̂Ŷ = 0.

3.4.2 Channel correlation among users

For simplicity, we look at a two-user SISO case with correlated channel respons-

es. We observe the impact of users’ spatial correlation to the system performances.

Let us consider two correlated channel responses ĥ1 and ĥ2 obtained from

the linear combination of two independent channel responses h1 and h2, as shown

in (3.41), where hi[k]’s are assumed as in Section 3.1 to be independent circu-

lar symmetric complex Gaussian random variables with zero mean and variance

E[|hi[k]|2] = e
− kTS

σT , for 0 ≤ k ≤ L− 1.

Then, the spatial correlation defined in (3.42) for ĥ1 and ĥ2 can be calculated

by the simple form

Sĥ1ĥ2
= 2
√

ξ(1− ξ). (3.43)

Since the spatial correlation only affects the inter-user interference power, here

we focus on the change of the average power of IUI as a result of channel correlations.
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Similar to (3.17), the expected value of the new IUI power P̂IUI(i) at User i in such a

two-user SISO case (i.e. N = 2 and MT = 1) with the correlated channel responses

ĥ1 and ĥ2 can be written as

E
[
P̂IUI(i)

]
= θE

 2L−2
D∑
l=0

∣∣∣(ĥi ∗ ĝj
)
[Dl]

∣∣∣2
 , (3.44)

where j ̸= i (i, j ∈ {1, 2}), and the TRM

ĝj[k] = ĥ∗
j [L− 1− k]

/√√√√E

[
L−1∑
l=0

∣∣∣ĥj[l]
∣∣∣2]

corresponds to User j with the channel response ĥj.

A direct calculation of (3.44) can be tedious. However, by substituting un-

correlated h1 and h2 into (3.44) according to the linear transform (3.41), we can

utilize the existing results in Section 3.2 and represent the expected value of P̂IUI(i)

in terms of E [PSig(i)] , E [PISI(i)] , and E [PIUI(i)] in (3.19-3.21) calculated with

respect to uncorrelated h1 and h2, as presented in (3.45).

E
[
P̂IUI(i)

]
= E [PIUI(i)] +

S2
ĥ1ĥ2

2
E

[
PSig(i) + PISI(i)− PIUI(i) + θ

L−1∑
l=0

|hi[l]|2
]
,

(3.45)

Note that in (3.45), the second term

E

[
PSig(i) + PISI(i)− PIUI(i) + θ

L−1∑
l=0

|hi[l]|2
]

is always positive, which is a penalty to the system performance due to the two

users’ spatial correlation. When Sĥ1ĥ2
= 0 (i.e. ξ = 0 or ξ = 1), ĥ1 and ĥ2

are uncorrelated, and thus E
[
P̂IUI(i)

]
= E [PIUI(i)] . In the extreme case when

Sĥ1ĥ2
= 1 (i.e. ξ = 0.5) that maximizes (3.45), ĥ1 and ĥ2 are identical, the IUI
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Figure 3.12: SIR vs spatial correlation with N = 2 and MT = 1

achieves its upper-bound

E
[
P̂IUI(i)

]
=

E [PSig(i) + PISI(i) + PIUI(i)]+θE

[
L−1∑
l=0

|hi[l]|2
]

2
. (3.46)

Since E [PSig(i)+PISI(i)] = E [PIUI(i)]+θE

[
L−1∑
l=0

|hi[l]|2
]
at D = 1, (3.46) can be

written as E
[
P̂IUI(i)

]
= E [PSig(i)] + E [PISI(i)] , when there is no rate back-off.

The impact of the increased interference would be most prominent in the

high SNR regime, where the interference power dominates the noise power. So we

evaluate its impact to the system performance in terms of signal-to-interference ratio

(SIR), as a close approximation of the effective SINR in high SNR regime. Fig. 3.12

shows the influence of the spatial correlation to the SIR with correlated channel

responses ĥ1 and ĥ2 of length L = 257 and delay spread σT = 128TS. As one can
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see in Fig. 3.12, the SIR degradation speed varies with different ranges of Sĥ1ĥ2
. In

the lower range of Sĥ1ĥ2
(e.g. from 0 to 0.2) the SIR degrades very slowly. Also,

the larger rate back-off D tends to result in a faster performance loss due to spatial

correlation as shown in Fig. 3.12. However, even for Sĥ1ĥ2
up to 0.5 which is rare

in real-life RF communications over scattering environments, the degraded SIR is

preserved within 3dB away from the performances of uncorrelated channels. This

demonstrates the robustness of the proposed TRDMA scheme and provides a more

comprehensive understanding of its system performances.

3.5 Summary

In this chapter, we proposed a TRDMA scheme for the multi-user downlink

network over multi-path channels. Both single-antenna and multi-antenna schemes

were developed to utilize the location-specific signatures that naturally exist in the

multi-path environment. We defined and evaluated both analytically and numeri-

cally a variety of performance metrics of including the effective SINR, the achievable

sum rate, and achievable rates with outage. We then demonstrated the TRDMA’s

improvement of achievable rate region over the rake receivers and investigated the

impact of spatial correlations between users to the system performances. Based

on the nice properties shown in the analysis and simulation results of this chapter,

the proposed TRDMA can be a promising technique in the future energy-efficient

low-complexity broadband wireless communications.
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Chapter 4: TRDMA Based Multi-User Broadband Networks

From the analysis of the system performance of TRDMA scheme in Chapter 3,

one can see that TRDMA scheme can efficiently exploits the spatial degrees of free-

dom of the environment and uses the multi-path channel profile associated with each

user’s location as a location-specific signature for the user. Based on the concept of

TRDMA, in this chapter, we present a TRDMA based multi-user broadband net-

work, which facilitates two-way communications between a BS and multiple terminal

users. Multiple independent high-speed data streams can be multiplexed with little

co-channel interference by embedding the location-specific signature waveforms into

these streams. Thanks to the spacial focusing effect, useful signal paths can resonate

at the intended location, and significantly lower interference power is observed for

the other users.

In this chapter, we first introduce a TRDMA uplink scheme and show its

strong duality with the TRDMA downlink scheme presented in Chapter 3. The

proposed TRDMA uplink and downlink schemes facilitate a unique asymmetric ar-

chitecture of the TRDMA based multi-user network, in which the higher processing

capability and channel knowledge available at the BS can be reused, resulting in a

minimal complexity and cost at the terminals in both uplink and downlink. Such an
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asymmetric complexity distribution is very desirable for many infrastructure-based

wireless applications, which helps reduce the overall system cost and improve scal-

ability. Another unique feature of the TRDMA system is that in essence the time

reversal technique treats each path in the environment as a virtual antenna, which

collectively contributes to the energy focusing capability and explores the spatial

degrees of freedom. In the second half of this chapter, we investigate this feature

by conducting a comparative study of the TRDMA system and massive multiple-

input-multiple-output (MIMO) system.

4.1 An Asymmetric Architecture for TRDMA Multi-User Network

Consider a wireless broadband multi-user network that consists of one BS and

N terminal users, where each user communicates with BS simultaneously over the

same spectrum, as shown in Fig. 4.1. Assuming a rich-scattering environment, each

user’s location is associated with a unique channel response {hi[k]}, i = 1, 2, · · · , N.

The downlink and uplink occur at different times, i.e. the system adopts the time-

division duplexing (TDD).

4.1.1 TRDMA Uplink Scheme

Fig. 4.2 shows the block diagram of the TRDMA uplink scheme. As shown in

Fig. 4.2, N users simultaneously transmit independent messages

{X1[k], X2[k], · · · , XN [k]}
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Figure 4.1: The TRDMA based multi-user network

to the BS. For any given User i in the uplink network, the channel hi between the BS

and User i is a multi-path channel characterized by a unique discrete-time1 channel

impulse response (CIR):

hi[k] =
L−1∑
l=0

hi,lδ[k − l], (4.1)

where hi,l is the l-th tap of the CIR with length L, and δ[·] is the Dirac delta function.

We assume that the channels are quasi-static and reciprocal, which can be acquired

at the BS through a channel probing phase [2, 60]. During the channel probing

phase, each user takes turns to send impulse signal2 to the BS so that the channel

impulse response (CIR) {hi[k]} of each user’s link can be recorded by the TRM at

the BS. Upon recording the CIR, the TRM will reverse the recorded waveform in

the time-domain and normalize it as the unique signature waveform of User i [60].

1as a result of the analog-to-digital convertor (ADC)
2Although it is difficult to send an ideal impulse in practice which would require infinite band-

width, a modified raise-cosine signal can be a good candidate for limited bandwidth for this pur-

pose [2]
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Figure 4.2: The diagram of TRDMA multiuser uplink system

The time-reversed waveform of User i will be used in the data transmission phase

to extract the desired signal from a combination of the multiple access signals that

are mixed in the air. Specifically, the time-reversed signature waveform of User i

can be written as

gi[k] = h∗
i [L− 1− k]

/√√√√L−1∑
l=0

|hi[l]|2 . (4.2)

After the channel probing phase, the users can start to transmit the statisti-

cally independent messages {X1[k], X2[k], · · · , XN [k]} to the BS through the multi-

path channels. A rate back-off factor D is introduced to match the symbol rate

(signal bandwidth) with the much higher system’s sampling rate (channel band-

width). For any user Ui, i ∈ {1, 2, . . . , N}, the rate matching process is performed

by up-sampling the sequence of modulated symbols {Xi[k]} by a factor D, as shown

in Fig. 4.2. The up-sampled sequence of modulated symbols for User i can be
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expressed as

X
[D]
i [k] =


Xi[k/D], if k mod D = 0,

0, if k mod D ̸= 0.

(4.3)

The scaling factors ai, for i ∈ {1, 2, . . . , N} in Fig. 4.2 are used to implement the

transmit power control, whose values are assumed to be instructed by the BS through

the feedback/control channel. After multiplying with scaling factor, the sequence of

aiX
[D]
i [k] for all i ∈ {1, 2, . . . , N}, is transmitted through the corresponding multi-

path channel {hi[k]}.

When the sequence {aiX [D]
i [k]} propagates through its wireless channel {hi[k]},

the convolution between {aiX [D]
i [k]} and the CIR {hi[k]} is automatically taken as

the channel output for User i. Then, all of the channel outputs for the N users are

mixed together in the air plus the additive white Gaussian noise (AWGN) ñ[k] at

the BS with zero mean and variance σ2
N , as illustrated in Fig. 4.2. Consequently,

the mixed signal received at the BS can be written as

S[k] =
N∑
i=1

ai

(
hi ∗X [D]

i

)
[k] + ñ[k]. (4.4)

Upon receiving the mixed signal as shown in (4.4), the BS passes this mixed

signal through a bank of N TRMs, each of which performs the convolution between

its input signal {S[k]} and the user’s signature waveform {gi[k]}. Such a convolution

using the signature waveform exacts the useful signal component and suppresses the

signals of other users. As the output of the i-th TRM, the convolution of {S[k]}
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and the signature of User i {gi[k]} can be represented as

Y
[D]
i [k] =

N∑
j=1

aj

(
gi ∗ hj ∗X [D]

j

)
[k] + (gi ∗ ñ) [k]

=
N∑
j=1

2L−2∑
l=0

aj (gi ∗ hj) [l]X
[D]
j [k − l] + (gi ∗ ñ) [k], (4.5)

in which the highest gain for User i’s symbol is achieved at the temporal focusing

time l = L− 1, with

(gi ∗ hi) [L− 1] =

√√√√L−1∑
l=0

|hi[l]|2. (4.6)

Then the rate matching is performed by down-sampling (with the same factorD) the

TRMs’ output signal to recover the original symbol rate of the modulated symbols

of each user.

After the rate matching, the down-sampled TRM output Yi[k] can be obtained

as3

Yi[k] =
N∑
j=1

⌊L−1
D

⌋∑
l=−⌊L−1

D
⌋

aj (gi ∗ hj) [L− 1 +Dl]Xj[k − l] + ni[k], (4.7)

where the colored noise ni[k] =
∑L−1

l=0 gi[l]ñ[Dk − l] = g
i
ñ[k] with

g
i
,
[
gi[0], gi[1], · · · , gi[L− 1]

]
and ñ[k] , [ñ[k], ñ[k − 1], . . . , ñ[k − L+ 1]]T . Note that the colored noise {ni[k]} is

still a Gaussian random variable with zero mean and the same variance σ2
N , since

{gi} is a normalized waveform as shown in (4.2).

3More rigorously, here Yi[k] = Y
[D]
i [L−1+Dk] which aligns the highest temporal focusing gain

(gi ∗ hi) [L− 1] in Yi[k] with the transmitted symbol Xi[k] in time for ease of simple notation.
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Decomposing the signal shown in (4.7), we have the following components as

Yi[k] = ai (gi ∗ hi) [L− 1]Xi[k] (Signal)

+ ai

⌊L−1
D

⌋∑
l=−⌊L−1

D
⌋

l ̸=0

(gi ∗ hi) [L− 1 +Dl]Xj[k − l] (ISI)

+
N∑
j=1

j ̸=i

aj

⌊L−1
D

⌋∑
l=−⌊L−1

D
⌋

(gi ∗ hj) [L− 1 +Dl]Xj[k − l] (IUI)

+ ni[k]. (Noise) (4.8)

Consequently, based on (4.8), the resulting SINR for User i in the TRDMA

uplink is given by

SINRi
UL =

PUL
sig (i)

PUL
ISI(i) + PUL

IUI(i) + σ2
N

(4.9)

where

PUL
sig (i) = |ai|2

L−1∑
l=0

|hi[l]|2 , (4.10)

PUL
ISI(i) = |ai|2

⌊L−1
D

⌋∑
l=−⌊L−1

D
⌋

l ̸=0

|(gi ∗ hi) [L− 1 +Dl]|2 , (4.11)

PUL
IUI(i) =

N∑
j=1

j ̸=i

|aj|2
⌊L−1

D
⌋∑

l=−⌊L−1
D

⌋

|(gi ∗ hj) [L− 1 +Dl]|2 . (4.12)

4.1.2 A Virtual Spatial Focusing for the TRDMA Uplink

Examining the equation (4.5) and the received signal at the terminal users

in the downlink (3.5), the same mathematical structure can be found by switching

the roles of the signature waveforms {gi}s and the CIRs his in the convolution
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(and ignoring the scaling factor ai and noise term.) Therefore, mathematically4, a

virtual spatial focusing effect as observed in the downlink can be seen in the user’s

signature domain of the proposed uplink scheme. Such a virtual spatial focusing

effect enables the BS to use the user’s signature waveform to extract the useful

component out of the combined received signals, allowing multiple users accessing

the BS simultaneously.

4.1.3 Advantages of the Asymmetric Architecture

Comparing the downlink and uplink schemes, one can see that

• In both downlink and uplink, the BS assumes most of the complexity, while

keeping the complexity of terminal users at a minimal level. This is a very

desirable feature for the solution of Internet of things, which reduces the cost

of the terminal devices and thus the entire system as a whole.

• The channel knowledge acquired by BS through channel probing and the corre-

sponding signature waveform are utilized for both downlink and uplink. There

is no need to perform channel probing and signature-waveform calculation sep-

arately for downlink and uplink.

• Both downlink and uplink can support simultaneous transmissions of multiple

users. The downlink has a physical spatial focusing effect; whereas the uplink

4Unlike the physical spatial focusing effect observed in the downlink in which the useful signal

power is concentrated at different physical locations, in the uplink, the signal power concentration

in the users’ signature waveform space is achieved mathematically at the BS.
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has a virtual spatial focusing effect due to the mathematical duality between

the TRDMA uplink and downlink.

4.2 TRDMA–An Equivalent Massive MIMO Technology

Lately, an emerging research area of massive MIMO technology attracts a lot

of attention and exhibits great potential to achieve significant performance gain

[61–68]. It has been well known that the MIMO technique has many advantages

in improving the performance of wireless communications, and has been developed

into a mature technique adopted by many modern wireless communication systems.

Basically, it has been proved that as the number of antennas increase, the potential

gain of the MIMO technique will also increase. The concept of massive MIMO

system aims to take the advantages of conventional MIMO systems to a higher

level by increasing the number of the antennas to an order of magnitude larger

number than the conventional MIMO system, so that the system performance gain

such as the diversity gain, system throughput, and spatial focusing and interference

suppression can be further enhanced, as the number of antennas increase.

As will be shown in this section, the time reversal in essence, forms a virtual

massive MIMO technology that leverages the large number of multi-paths in the

rich-scattering environment. In the remaining parts of this section, we show a com-

parative study of the time reversal and the massive MIMO schemes, and investigate

the system performance in terms of the diversity gain, the spatial focusing gain, and

the spatial multiplexing gain.
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Figure 4.3: The massive MIMO system

Fig. 4.3 shows an example of the massive MIMO system with M antennas

connected to a central control unit, and N users each equipped with one single an-

tenna. The central control unit calculates the phase and amplitude of each antenna’s

transmitted signal, so that the M antennas can collectively perform beamforming

for each of the N users.

We look at a narrow-band massive MIMO system. Denote the channel co-

efficient between the i-th antenna to the j-th user as ĥi,j, which is modeled as a

circularly symmetric complex Gaussian random variable with zero mean and vari-

ance Γ1, i.e., ĥi,j ∼ CN (0,Γ1).We further assume that for different (i, j), the channel

coefficients are independent and identically distributed (i.i.d.), for ease of analysis.
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Figure 4.4: The time reversal as a virtual massive MIMO system

For typical massive MIMO systems, it holds that M ≫ N ≫ 1. The very

large number of transmit antennas M leads to many signal-paths arriving at each

user. When the phase and amplitude are carefully tuned by the central control unit,

the useful signal energy can be concentrated at the location of the intended user

due to a constructive sum of the signal paths. Therefore, such a massive MIMO

effect on the one hand can more efficiently deliver the signal energy to the intended

user, on the other hand it suppresses the co-channel interference, facilitating spatial

multiplexing.

Now consider a broadband TRDMA network in a rich-scattering environment,

where there are N users each equipped with one single antenna, and one single-

antenna base station (BS), as shown in Fig. 4.4. The broader bandwidth allows a

shorter pulse duration which gives rise to a higher resolution in the time domain to

resolve two adjacent paths. For the purpose of comparison, given a certain system
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bandwidth, we assume that there are M resolvable independent multi-paths in the

channel response between the base station and each user.

Specifically, denote the coefficient of the v-th resolvable path between the BS

to the j-th user as h̃v,j, which are similarly assumed as i.i.d. h̃v,j ∼ CN (0,Γ2). When

the TR signature waveform is transmitted, the TR waveform will retrace each of

the signal paths towards the intended user, and in essence treats all the paths in the

environment as virtual antennas and focus the signal energy only at the intended

location, where the signals of many paths are added constructively.

4.2.1 Spatial Diversity Gain

In this part, we investigate the the spatial diversity gain achieved in the two

schemes. Consider a single user scenario (with N = 1) for both schemes, where

the massive MIMO system is a narrow-band system equipped with M transmit

antenna and the TRDMA is a single-antenna broadband system with M resolvable

multi-paths between the BS to the user.

For the massive MIMO scheme, assuming that the channel state information

is available at the BS (as a fair comparison with TR with channel probing), the

beamforming coefficients are calculated by the central control unit and sent to each

of the M antennas. Given the channel coefficients {ĥv,1}, the optimal beamforming

coefficient for the i-th antenna ĝv,1 is given as follows:

ĝv,1 =

√
P · ĥ∗

v,1√
M∑
v=1

∣∣∣ĥv,1

∣∣∣2 , (4.13)

where P is the total transmit power.
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As a result, the received SNR at receiver (User 1) is

SNRM-MIMO =
P

σ2
N

M∑
v=1

∣∣∣ĥv,1

∣∣∣2 , (4.14)

where σ2
N is the noise power at the receiver.

The channel outage probability for the massive MIMO system shown in Fig.

4.3 can be obtained as

POutage,M-MIMO = Pr [SNRM-MIMO 6 γ1]

= Pr

[
M∑
v=1

∣∣∣ĥv,1

∣∣∣2 6 γ1σ
2
N

P

]
, (4.15)

where γ1 is a certain QoS threshold.

For the time reversal system, when the rate back-off factor D is large so that

the ISI power is negligible to the noise power, the TR waveform will result in a

received SNR for the time reversal system as follows:

SNRTR =
P

σ2
N

M∑
v=1

∣∣∣h̃v,1

∣∣∣2 . (4.16)

The channel outage probability of the time reversal system is given by

POutage,TR = Pr [SNRTR 6 γ2]

= Pr

[
M∑
v=1

∣∣∣h̃v,1

∣∣∣2 6 γ2σ
2
N

P

]
. (4.17)

Given the identical structure of (4.15) and (4.17), denoting (z1, z2, · · · , zM) as

i.i.d. circularly symmetric complex Gaussian random variables CN (0,Γ), we could
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have a unified calculation as the following

Poutage = Pr

[
M∑
j=1

|zj|2 6 γ
σ2
N

P

]

6 Pr

[
max

j∈{1,2,··· ,M}
|zj|2 6 γ

σ2
N

P

]
=

M∏
j=1

Pr

[
|zj|2 6 γ

σ2
N

P

]

=

(
Pr

[
|zj|2 6 γ

σ2
N

P

])M

=

(
1− exp

(
γσ2

N

ΓP

))M

≈
(γ
Γ

)M ( P

σ2
N

)−M

(4.18)

where Γ = Γ1 or Γ2, and γ = Γ1 or γ2 for massive MIMO and time reversal,

respectively.

From (4.18), one can see that a diversity order of up to M can be achieved by

either of the massive MIMO and time reversal scheme. Note that in the calculation

of (4.18), a suboptimal scheme of using only the strongest path is used to obtain an

upper bound of the outage probability of the time reversal scheme (as well as the

massive MIMO scheme). With the energy focusing capability, both time reversal and

massive MIMO can optimally combine the energy of all the paths, whose advantage

over the suboptimal scheme is demonstrated by the spatial focusing gain.

4.2.2 Spatial Focusing Gain

In this part, we study the spatial focusing capability of the massive MIMO

system and the time reversal system. We first introduce a performance metric to
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measure the energy focusing capability of the two schemes, namely spatial focusing

gain5

Definition 4. (Spatial Focusing Gain) The spatial focusing gain is defined as the

ratio of the average power of the strongest peak of the focused signal (due to the

energy focusing schemes) to the average power of the strongest path among all the

multiple signal paths of the channel response.

For a narrow-band6 massive MIMO system as shown in Fig. 4.3, the optimal

transmitted signal g̃i,1 in (4.13) is used to perform a massive beamforming to focus

signal energy towards the intended receiver. Accordingly, the peak power of the

resulting received signal at receiver (User 1) is

ZM-MIMO = P
M∑
v=1

∣∣∣ĥv,1

∣∣∣2 . (4.19)

When only the antenna associated with the strongest channel gain is used, the

received signal power is given by

Zsingle-antenna = P · max
v∈{1,2,··· ,M}

{∣∣∣ĥv,1

∣∣∣2} , (4.20)

For time reversal system, given the channel response h̃1, when the TR wave-

form g̃1 is transmitted, the energy of all the resolvable multi-paths will be harvested

at the location of the receiver, i.e.

ZTR = P
M∑
v=1

∣∣∣h̃v,1∣∣∣2 (4.21)

5similar definitions can be found for deterministic channels in literature such as [69].
6As a result, the channel impulse response between each transmit antenna and each user has

only one tap.
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As a comparison, the direct transmission (DT) scheme, where the transmitter only

transmit a pulse signal p(t), the peak power of the resulting received signal at the

receiver is proportional to the gain of the strongest resolvable path, i.e.

ZDT = P · max
v∈{1,2,··· ,M}

{∣∣∣h̃v,1

∣∣∣2} . (4.22)

Consequently, by Definition 4, the spatial focusing gains for the massive MIMO

and the time reversal are given by

ΦM-MIMO(M) =

E

[
M∑
v=1

∣∣∣ĥv,1

∣∣∣2]
E

[
max

v

{∣∣∣ĥv,1

∣∣∣2}] , (4.23)

and

ΦTR(M) =

E

[
M∑
v=1

∣∣∣h̃v,1

∣∣∣2]
E

[
max

v

{∣∣∣h̃v,1

∣∣∣2}] , (4.24)

respectively.

Considering (z1, z2, · · · , zM) i.i.d., CN (0,Γ), (4.23) and (4.24) can be calculat-

ed the following equation

Φ(M) =

E

[
M∑
v=1

|zv|2
]

E

[
max

v∈{1,2,··· ,M}

{
|zv|2

}] . (4.25)

In (4.25), it is easy to have that E

[
M∑
v=1

|zv|2
]
= MΓ, and thus the problem reduces

to the calculation of E

[
max

v∈{1,2,··· ,M}

{
|zv|2

}]
.

Denoting Q(M) , max
v∈{1,2,··· ,M}

{
|zv|2

}
,

E [Q(M)] =

∞∫
0

(
1− FQ(M)(q)

)
dq, (4.26)
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where FQ(M)(q) is the CDF of Q(M) = max
v∈{1,2,··· ,M}

{
|zv|2

}
, which is given as follows:

FQ(M)(q) =
(
1− e−

q
Γ

)M
(q > 0) (4.27)

Therefore, for any given M > 2,

E [Q(M)] =

∞∫
0

[
1−

(
1− e−

q
Γ

)M]
dq

=

∞∫
0

[
1−

(
1− e−

q
Γ

)M−1 (
1− e−

q
Γ

)]
dq

= E [Q(M − 1)] +

∞∫
0

e−
q
Γ

(
1− e−

q
Γ

)M−1

dq

= E [Q(M − 1)] +
Γ

M
, (4.28)

In particular, when M = 1,

E [Q(1)] =

∞∫
0

exp
(
− q

Γ

)
= Γ. (4.29)

Therefore,

E [Q(M)] = Γ
M∑

m=1

1

m
. (4.30)

The spatial focusing gain is then given by

ΦM-MIMO(M) = ΦTR(M) = Φ(M) =

(
1

M

M∑
m=1

1

m

)−1

(4.31)

4.2.3 Spatial Multiplexing Gain

It has been long been known that the multi-antenna system can be also used

to exploit the spatial degrees of freedom for multiplexing. In this case, the desirable

spatial selectivity can be achieved by performing the beamforming of the multiple
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antennas to effectively suppress the co-channel interference among multiple concur-

rent users. Such a scheme has been commonly referred to as spatial division multiple

access (SDMA). Compared with conventional antenna-array based beamforming S-

DMA schemes, the TRDMA technique leverages a large number of multi-paths and

in essence treats each path as a virtual antenna that naturally exists and is widely

distributed in environments for broadband communication systems.

Thus, with even just one single transmit antenna, time reversal can potential-

ly achieve a very high-resolution “pin-point” spatial focusing. The high-resolution

spatial focusing effect maps the natural multi-path propagation profile into a unique

location-specific signature for each link. The proposed TRDMA scheme exploits the

uniqueness and independence of location-specific signatures in multi-path environ-

ment, providing a novel low-cost energy-efficient solution for SDMA.

In principle, for MIMO system, denoting a channel coefficient matrix Ĥ as

Ĥ ,



ĥ1,1 ĥ2,1 · · · ĥM,1

ĥ1,2 ĥ2,2 · · · ĥM,2

...
...

. . .
...

ĥ1,N ĥ2,N · · · ĥM,N


, (4.32)

the maximum multiplexing order is given by Rank(Ĥ) 6 min{M,N}. For typical

massive MIMO systems, it holds that M ≫ N, which gives rise to a high probability

that Rank(Ĥ) = N, assuming that the channel coefficients in Ĥ are independent.

In other words, the abundant number of the available antennas can exploit more

spatial degrees of freedom, so that it can support more concurrent users with higher

probability.
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When it comes to TRDMA, although the channel response can be a continuous-

time function, its degrees of freedom, however, is limited to the maximum number

of multi-paths that the system can resolve7. Denote a channel coefficient matrix for

the TRDMA system as

H̃ ,



h̃1,1 h̃2,1 · · · h̃M,1

h̃1,2 h̃2,2 · · · h̃M,2

...
...

. . .
...

h̃1,N h̃2,N · · · h̃M,N


, (4.33)

where h̃m,n is the channel coefficient for the m-th resolvable path of the channel

response between the BS and the n-th user. Similarly, the maximum multiplexing

order is given by Rank(H̃ = min{M,N}. To increase M, instead of adding more

antennas (each of which demands a RF chain) in massive MIMO, the TRDMA

system invests more bandwidth to leverage the large number of virtual antennas

that naturally exist in rich-scattering environments. When spectrum is abundant,

like in ultra-wide-band (UWB) system, TRDMA can potentially achieve similar

performance gain as the massive MIMO, but with a much lower implementation

cost.

4.3 Summary

In this chapter, we propose a TRDMA uplink scheme which efficiently reuses

the higher processing power and the channel state information available at the BS,

7Roughly, this number is equal to the ratio of the channel delay spread T to the pulse duration

TP .
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and keeps the complexity of the terminal users at a minimum level. The proposed

TRDMA uplink scheme, together with the TRDMA downlink scheme, complements

a unique asymmetric architecture that significantly reduce overall system cost of a

TRDMA multi-user broadband network and improves its scalability.

Additionally, a comparative study between the TRDMA system and the mas-

sive MIMO system is conduced. It is shown that in essence the TRDMA system

treats each path as a virtual antenna that naturally exists in the environment, and

therefore is equivalent to a virtual massive MIMO system. Unlike the massive MIMO

which demands a large number of RF chain, the proposed TRDMA system invest

additional bandwidth to explore the multi-path in the environment with a much

lower implementation cost, when the spectrum is abundant like in UWB systems.
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Chapter 5: 2D Parallel Interference Cancellation for TRDMA Sys-

tem

From the discussion in Chapter 3 and Chapter 4, we have seen the unique

advantages of the TRDMA system. In this chapter, we further enhance the system

performance of the TRDMA system by proposing a 2-dimensional (2D) parallel

interference cancellation scheme.

The proposed 2D parallel interference cancellation scheme explores the sig-

nal structure of both the inter-symbol interference (in time dimension) and the

inter-user interference (IUI) (in user dimension). In principle, the proposed 2D par-

allel interference cancellation scheme can be applied to both the uplink and the

downlink. However, considering the asymmetric architecture between the BS and

the terminal users in terms of the processing power and available channel knowl-

edge, such a scheme is more suitable to be performed at the BS for the TRDMA

uplink1. Compared with the existing multi-user detection (MUD) techniques for

CDMA systems [71–78], the interference cancellation for the TRDMA system is

more challenging and desirable due to the following two facts: First, the multi-path

1The performance of the TRDMA downlink can be enhanced by the pre-coding schemes, i.e.,

by designing more sophisticated waveform than the basic TR-waveform as in [70].
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signature waveforms are not naturally orthogonal, thus more severe IUI is expected

in TRDMA than in CDMA system; Second, the TRDMA system allows overlap

between the transmitted signature waveforms to boost system throughput, which

will cause ISI depending on the extent of overlapping.

In this chapter, we propose a 2D parallel interference cancellation technique

for the TRDMA uplink system. The proposed 2D parallel interference cancellation

scheme utilizes the tentative decisions of detected symbols to effectively cancel both

the ISI and IUI at the BS. To further improve the BER performance, a multi-stage

processing can be performed by cascading multiple stages of the cancellation, with a

total delay that increases linearly with the number of stages, but independent of the

number of users. The BER performance of the single-stage cancellation is analyzed,

and the approximated theoretical result is well consistent with simulation results.

More simulations are provided for up-to 3 stages of interference cancellation and

compared with the basic TRDMA system without interference cancellation.

5.1 System Model

Consider a multi-user TRDMA uplink system that consists of a BS and N

users in the multi-path environment, as shown in Fig. 5.1. In Fig. 5.1, a new signal

processing block that performs the proposed 2D parallel interference cancellation

scheme is added to the basic TRDMA uplink system discussed in Chapter 4.

In this work, we assume that the Binary Phase-Shift Keying (BPSK) modu-

lation is used, and thus the polarity of the modulated symbols {Xi[k] ∈ {−1,+1}}
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Figure 5.1: The diagram of TRDMA multiuser uplink system

carries the binary information for User i.

The basic TRDMA uplink scheme uses the signal Yi[k] in (4.7) to estimate the

transmitted symbol Xi[k]. A very simple decision rule can be derived to implement

the maximum-likelihood estimation (MLE) for the BPSK symbols Xi[k] ∈ {+1,−1}

for i = 1, 2, . . . , N. By the central limit theorem, we model the total interference

term (including the ISI and IUI) as a Gaussian random variable with zero mean2

and variance

σ2
I,i = |ai|2

⌊L−1
D

⌋∑
l=−⌊L−1

D
⌋

l ̸=0

|(gi ∗ hi) [L− 1 +Dl]|2+
N∑
j=1

j ̸=i

|aj|2
⌊L−1

D
⌋∑

l=−⌊L−1
D

⌋

|(gi ∗ hj) [L− 1 +Dl]|2 .

The likelihood ratio can be derived as

Λ(Yi[k]) =
L (Xi[k] = 1 | Yi[k])
L (Xi[k] = −1 | Yi[k])

=
fi [Yi[k]|Xi[k] = 1]

fi [Yi[k]|Xi[k] = −1]
= exp

(
2ai (gi ∗ hi) [L− 1]

(σ2
I,i + σ2

N,i)
Yi[k]

)
(5.1)

where fi(y|x) is the conditional probability density function (pdf) of Yi[k] given that

Xi[k] = x is transmitted. The simple form of likelihood ratio shown in (5.1) leads

2because the interference term is a linear combination of the zero-mean binary symmetric

symbols Xi[k] ∈ {+1,−1}.
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to a simple decision rule for the MLE, specifically,

X̂
(0)
i [k] = sgn(Yi[k]) =


+1, if Yi[k] > 0,

−1, if Yi[k] < 0.

(5.2)

In (5.2), the superscript “(0)” of X̂
(0)
i [k] indicates the initial stage of the interference

cancellation procedure. Such a notation will be useful in the following discussion of

multi-stage interference cancellation schemes.

The error probability of the estimator shown in (5.2) can be calculated based

on the Gaussian approximations of the interference as follows

P (0)
err(i) = Q

(√
|ai|2

∑L−1
l=0 |hi[l]|2

σ2
I,i + σ2

N

)
= Q

(√
SINR

(0)
i

)
, (5.3)

where the Q-function Q(·) is the tail probability of the standard normal distribution,

and SINR
(0)
i is the Signal-to-Interference-plus-Noise Ratio (SINR) for User i at the

initial stage. From (5.3), one can see that the error probability decreases with the

achieved SINR, i.e. the quality of the signal before the final decision.

In the following sections of this chapter, we discuss the 2D parallel interference

cancellation scheme which uses the estimated symbols to effectively cancel both the

ISI and IUI, and significantly improves the performance.

5.2 2-Dimensional Parallel Interference Cancellation

In this part, we describe the proposed 2D parallel interference cancellation

scheme. We first introduce the single-stage scheme which serves as a building block

of the more complicated multi-stage scheme, as will be introduced in the later part

of this section.
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The TRDMA system is an interference-limited system, especially in the high

signal-to-noise ratio (SNR) regime. Fortunately, unlike the random noise, the in-

terference terms shown in (4.8) have their own structure, which can be explored to

further improve the bit error rate (BER) performances. Since the channel responses

have been obtained at the BS during the channel probing phase3, the interference

terms in (4.8) can be reconstructed if the relevant transmitted symbols are known.

In the proposed interference cancellation scheme, the estimated symbols from the

previous stage4 are used to approximate the interference terms in the current stage.

Unlike the existing multiuser detection scheme in CDMA systems, the interference

cancellation of the TRDMA system is complicated by the fact that the interfer-

ence consists of two parts belonging to two different dimensions: the ISI is due to

the multi-path effect of broadband channels, which is in the time domain; the IUI

is caused by the simultaneous transmission of multiple users, which is in the user’s

signature domain. The proposed 2D parallel interference cancellation scheme for the

TRDMA uplink system targets at the interference in both of the two dimensions,

by exploiting the structure of interference in both dimensions.

5.2.1 Tentative Decision Vector

Due to the unique structure of TR waveform, each received symbol suffers

from the interference caused by those symbols transmitted before and after this

3Note that the coefficients {ai} are in fact determined by the BS and sent to users.
4The basic TRDMA system is considered as the initial (0-th) stage of the interference cancel-

lation
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Figure 5.2: The diagram of the Single-Stage 2D Parallel Interference Cancellation.
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symbol. According to (4.8), in order to ideally cancel the interference for User i’s

symbol Xi[k], one has to know all the other users’ transmitted symbols from time(
k − ⌊L−1

D
⌋
)
to
(
k + ⌊L−1

D
⌋
)
for the IUI, i.e.

[
Xj[k + ⌊L− 1

D
⌋], Xj[k + ⌊L− 1

D
⌋ − 1], . . . , Xj[k − ⌊L− 1

D
⌋]
]
, for j ̸= i;

and User i’s own transmitted symbols from time
(
k − ⌊L−1

D
⌋
)
to (k − 1) and from

(k + 1) to
(
k + ⌊L−1

D
⌋
)
for the ISI, i.e.,

[
Xi[k+⌊L− 1

D
⌋], Xi[k+⌊L− 1

D
⌋−1], . . . , Xi[k−1], Xi[k+1], . . . , Xi[k−⌊L− 1

D
⌋]
]
.

In reality, tentative decisions are made in attempt to estimate these sym-

bols. To simplify the notation in the sequel, define the vector X̂
(0)

j [k] for all

j ∈ {1, 2, . . . , N}, as the stage-0 tentative decision vector for User j, where

X̂
(0)

j [k] ,
[
X̂

(0)
j [k + ⌊L− 1

D
⌋], X̂(0)

j [k + ⌊L− 1

D
⌋ − 1], . . . , X̂

(0)
j [k − ⌊L− 1

D
⌋]
]T

=

[
sgn

(
Yj[k+⌊L− 1

D
⌋]
)
, sgn

(
Yj[k+⌊L− 1

D
⌋−1]

)
, . . . , sgn

(
Yj[k−⌊L− 1

D
⌋]
)]T

.

(5.4)

Since the stage-0 tentative decisions for User j solely depend on this user’s own

TRM output, the tentative decision vectors can be obtained in parallel for all the

users in the propose 2D parallel interference cancellation scheme.

5.2.2 Approximated Interference Reconstruction

Based on the tentative decisions of the transmitted symbols, the approximated

interference terms in (4.8) can be reconstructed by looking at the structure of the
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ISI and IUI. In doing so, we first define the row vector Ui,j for ∀i, j ∈ {1, 2, . . . , N}

as

Ui,j ,
[
(gi ∗ hj)

[
L− 1−D⌊L− 1

D
⌋
]
, (gi ∗ hj)

[
L− 1−D

(
⌊L− 1

D
⌋ − 1

)]
,

· · · , (gi ∗ hj)
[
L− 1 +D⌊L− 1

D
⌋
]]
, (5.5)

so that the ISI canceler vector and the IUI canceler vector can be easily represented

as follows:

• ISI Canceler Vector: Considering the ISI to Xi[k] as a linear combination of

User i’s own symbols, define the ISI canceler vector Vi,i for User i to be

Vi,i , Ui,iD (1, 0,1) , (5.6)

where D(z) is a diagonal matrix whose diagonal elements are listed by z, and

1 , {1, 1, . . . , 1} of length ⌊L−1
D

⌋. As a result, the approximated ISI term for

User i’s symbol Xi[k] can be written in a compact form as the product of

the ISI canceler vector Vi,i and the tentative decision vector X̂
(0)

i [k] shown as

follows

ISI = ai

⌊L−1
D

⌋∑
l=−⌊L−1

D
⌋

l ̸=0

(gi ∗ hi) [L− 1 +Dl]X̂j[k − l] = aiVi,iX̂
(0)

i [k]. (5.7)

• IUI Canceler Vector: Similarly, we define the IUI canceler vector for the IUI

caused by User j to User i as Ui,j, so that the estimated IUI term to be

canceled for User i’s symbol Xi[k] can be obtained as

IUI =
N∑
j=1

j ̸=i

aj

⌊L−1
D

⌋∑
l=−⌊L−1

D
⌋

(gi ∗ hj) [L−1+Dl]X̂j[k− l] =
N∑
j=1

j ̸=i

ajUi,jX̂
(0)

j [k]. (5.8)
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5.2.3 Single-stage 2D Interference Cancellation

The single-stage 2D parallel interference cancellation scheme is shown in Fig.

5.2. From Fig. 5.2, one can see that the input signals for all the N users are first

buffered by delay chains of length 2⌊L−1
D

⌋. Then tentative hard decisions are made

in parallel for each user to obtain the vector X̂
(0)

i [k] for ∀i ∈ {1, 2, . . . , N} using

the decision rule (5.2). Upon obtaining the tentative decision vectors X̂
(0)

i [k] for all

i ∈ {1, 2, . . . , N}, the interference terms are reconstructed and then subtracted from

the signal Yi[k] with the ISI and IUI canceler vectors.

Similar to the definition in (5.4), denoting

Xj[k] ,
[
Xj[k + ⌊L− 1

D
⌋], Xj[k + ⌊L− 1

D
⌋ − 1], . . . , Xj[k − ⌊L− 1

D
⌋]
]T

, (5.9)

we can rewrite (4.8) in a more compact form as

Yi[k] = ai

√√√√L−1∑
l=0

|hi[l]|2Xi[k] + aiVi,iX i[k] +
N∑
j=1

j ̸=i

ajUi,jXj[k] + ni[k]. (5.10)

After the interference cancellation, the resulting soft-bit X̃
(1)
i [k] can be written as

X̃
(1)
i [k]=ai

√√√√L−1∑
l=0

|hi[l]|2Xi[k]+aiVi,i

(
X i[k]−X̂

(0)

i [k]
)
+

N∑
j=1

j ̸=i

ajUi,j

(
Xj[k]−X̂

(0)

j [k]
)
+n[k].

(5.11)

A hard decision X̂
(1)
i [k] = sgn

(
X̃

(1)
i [k]

)
can be made based on X̃

(1)
i [k] to achieve a

more refined estimation for the transmitted symbol.
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Figure 5.3: The diagram of the M-Stage 2D Parallel Interference Cancellation.

5.2.4 The Multi-stage Iterative Scheme

To further improve the detection performance, a multi-stage processing can

be performed by cascading multiple stages of the proposed 2D parallel interference

cancellation. In this part, we generalize the basic single-stage scheme into an iter-

ative multi-stage scheme, in which the signal quality is refined after each stage of

interference cancellation5.

Fig. 5.3 shows the diagram of an M-stage interference cancellation scheme.

Basically, as the procedures proceed, in each stage, the same 2D parallel interference

cancellation is performed in attempt to remove both the ISI and IUI with the up-

dated estimates of the transmitted symbols. Each stage takes the soft-bits from the

previous stage as the input, based on which tentative decisions are made to estimate

the interference and generate the soft-bits of the current stage as the output.

More specifically, in the context of multiple stages, the m-th stage’s operation

5when the BER performance of the initial stage is not too high.
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can be described as follows:

• Delay and Buffering: The soft-bits from the previous stage (the (m − 1)-th

stage) are delayed and buffered to form a soft-bit vector for each user, such

that for all i ∈ {1, 2, . . . , N},

X̃
(m−1)

i

[
k −m⌊L− 1

D
⌋
]
,



X̃
(m−1)
i

[
k − (m− 1)⌊L−1

D
⌋
]

X̃
(m−1)
i

[
k − (m− 1)⌊L−1

D
⌋ − 1

]
...

X̃
(m−1)
i

[
k − (m+ 1)⌊L−1

D
⌋
]


(5.12)

• Tentative Decision: The tentative decisions are made based on the soft-bits

from the previous stage (the (m − 1)-th stage) in attempt to estimate the

transmitted symbols, i.e., for all i ∈ {1, 2, . . . , N},

X̂
(m−1)

i [k −m⌊L− 1

D
⌋] = sgn

(
X̃

(m−1)

i [k −m⌊L− 1

D
⌋]
)
. (5.13)

• Interference Cancellation: The soft-bits of the current stage (the m-th stage)

are generated by subtracting the estimated interference terms from the original

signals {Yi}. The soft-bit of User i generated by the m-th stage is given by

X̃
(m)
i [k −m⌊L− 1

D
⌋] =Yi[k −m⌊L− 1

D
⌋]− aiVi,iX̂

(m−1)

i [k −m⌊L− 1

D
⌋]

−
N∑
j=1

j ̸=i

ajUi,jX̂
(m−1)

j [k −m⌊L− 1

D
⌋] (5.14)

In particular, such an M -stage scheme is initialized by setting the soft-bits of the

initial stage (the 0-th stage) as

X̃
(0)
1 [k] = Y1[k], X̃

(0)
2 [k] = Y2[k], . . . , X̃

(0)
N [k] = YN [k]. (5.15)
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After the signal flows through all the M stages, the final decision is made for

each user based on the output of the Stage-M interference cancellation,

X̂
(M)
i [k −M⌊L− 1

D
⌋] = sgn

(
X̃

(M)
i [k −M⌊L− 1

D
⌋]
)
, for all i ∈ {1, 2, . . . , N}.

(5.16)

Comparing the timing of the estimated symbols after the final decision X̂
(M)
i [k−

M⌊L−1
D

⌋] and the original TRM output signal Yi[k], one can see that each stage in-

curs a delay of ⌊L−1
D

⌋. Therefore, the total detection delay grows linearly with the

number of stages, but is independent of the number of users. When it comes to the

complexity, the complexity of the proposed 2D parallel interference cancellation in-

creases linearly with the number of users, as opposed to many other joint detection

schemes whose complexity grows exponentially with the number of users.

5.3 Performance Analysis of The Single-stage Interference Cancella-

tion

In this section, we analyze the estimation performance of the proposed 2-

dimensional interference cancellation scheme, assuming that BPSK symbols are

transmitted. As one will see, the performance analysis associated with this scheme

is complicated by the fact that the tentative decisions are highly correlated in both

time domain and user’s signature domain, rather than being independent of one an-

other. In the following part, we focus on the single-stage 2D interference cancellation

and analyze the resulting BER performance.

The theoretical analysis of the estimation error probability of the multi-stage
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2D parallel interference cancellation scheme can be very difficult, due to the nonlin-

earity of the tentative decision and complicated correlation of the combined signals

after multi-stage interference cancellation. We will use simulations to evaluate the

BER performance of the multi-stage scheme.

5.3.1 Statistical Model on the BER Performance

In the proposed 2D parallel interference cancellation scheme, tentative deci-

sions {X̂(0)
i [k]} based on the TRM output {Yi[k]} are used to cancel the ISI and IUI

in the first stage. The resulting soft-bit of User i can be represented as follows:

X̃
(1)
i [k] = ai

√√√√L−1∑
l=0

|hi[l]|2Xi[k] + aiVi,i

(
X i[k]− X̂

(0)

i [k]
)

+
N∑
j=1

j ̸=i

ajUi,j

(
Xj[k]− X̂

(0)

j [k]
)
+ ni[k]. (5.17)

A hard decision (5.2) is made on X̃
(1)
i [k] i.e. X̂

(1)
i [k] = sgn

(
X̃

(1)
i [k]

)
. To

calculate the error probability Pr
[
X̂

(1)
i [k] ̸= Xi[k]

]
, one needs a statistical model

to characterize the total interference in (5.17). Although the BPSK symbols {Xi}

for all i ∈ {1, 2, . . . , N} are i.i.d. and follow a very simple Bernoulli distribution,

the exact distribution of the interference is much more complicated due to the large

numbers of L (the length the multi-path channels) and N (the number of users). On

the other hand, however, for sufficiently large L and N, it is reasonable to assume

a Gaussian model for the remaining (after the cancellation) ISI and IUI.

Assuming then a Gaussian model for both the (remaining) ISI and IUI, the er-

ror probability for the single-stage cancellation is given by P
(1)
err(i) = Q

(√
SINR

(1)
i

)
,
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where

SINR
(1)
i =

|ai|2
∑L−1

l=0 |hi[l]|2

P
(1)
ISI(i) + P

(1)
IUI(i) + σ2

N,i

. (5.18)

To calculate the residual ISI power P
(1)
ISI(i) and IUI power P

(1)
IUI(i) in (5.18),

we first define the error correlation matrix R
(0)
j,w for ∀j, w ∈ {1, 2, . . . , N} which will

help simplify the notation in the following discussion:

R
(0)
j,w , E

[(
Xj[k]− X̂

(0)

j [k]
)(

Xw[k]− X̂
(0)

w [k]
)T]

=E
[
Xj[k]X

T
w[k]

]
−E
[
Xj[k]X̂

(0)T

w [k]
]
−
(
E
[
Xw[k]X̂

(0)T

j [k]
])T

+E
[
X̂

(0)

j [k]X̂
(0)T

w [k]
]

(5.19)

Consequently, the ISI power for User i after the first stage interference cancel-

lation can be written as

P
(1)
ISI(i) = a2iE

[
Vi,i

(
X i[k]− X̂

(0)

i [k]
)(

X i[k]− X̂
(0)

i [k]
)T

VT
i,i

]
= a2iVi,iR

(0)
i,i V

T
i,i,

(5.20)

Similarly, the remaining IUI for User i can be represented as

P
(1)
IUI(i) =

N∑
j=1

j ̸=i

N∑
w=1
w ̸=i

E
[
ajawUi,j

(
Xj[k]− X̂

(0)

j [k]
)(

Xw[k]− X̂
(0)

w [k]
)T

UT
i,w

]

=
N∑
j=1

j ̸=i

N∑
w=1
w ̸=i

ajawUi,jR
(0)
j,wU

T
i,w (5.21)

With (5.20) and (5.21), the calculation of the interference power for User i reduces to

calculate the error correlation matrix R
(0)
j,w, which will be addressed in the remaining

part of this section.
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5.3.2 The Error Correlation Matrix

The error correlation matrix R
(0)
j,w defined in (5.19) consists of four different

correlation matrices, which altogether characterize the correlation between the esti-

mation errors of User j and User w. Exact calculation of these correlation matrices

can be very difficult, we approximate them using various techniques, more detailed

in the following discussion.

Since the BPSK symbols are i.i.d. Bernoulli random variables over {−1,+1},

the first term E
[
Xj[k]X

T
w[k]

]
(the data correlation matrix) in (5.19) can be calcu-

lated very easily, i.e.,

E
[
Xj[k]X

T
w[k]

]
=


I, if j = w,

0, if j ̸= w.

(5.22)

where I and 0 are the identity matrix and the zero matrix of size
(
2⌊L−1

D
⌋+ 1

)
-by-(

2⌊L−1
D

⌋+ 1
)
, respectively.

5.3.2.1 The Cross Correlation Matrix

In this part, we study the cross correlation matrix E
[
Xj[k]X̂

(0)T

w [k]
]
. Define

M
(0)
j,w , E

[
Xj[k]X̂

(0)T

w [k]
]
, for ∀w, j ∈ {1, 2, . . . , N}. Note that the element at the

m-th row and n-th column of the matrix M
(0)
j,w has the following form6

(
M

(0)
j,w

)
(m,n)

= E
[
Xj[k]X̂

(0)
w [k +m− n]

]
. (5.23)

6Note that for the value of any element
(
M

(0)
j,w

)
(m,n)

is a function of m−n, independent of the

specific value of k.
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In (5.23), denoting τ = m − n, it holds that when
∣∣τ ∣∣ > ⌊L−1

D
⌋, Xj[k] and

X̂
(0)
w [k+τ ] = sgn (Yw[k + τ ]) are independent (as can be seen in (4.7)) and therefore

(
M

(0)
j,w

)
(m,n)

= E
[
Xj[k]X̂

(0)
j [k + τ ]

]
= 0.

For any given number τ ∈
{
τ ∈ Z

∣∣ |τ | 6 ⌊L−1
D

⌋
}
, we have,

(
M

(0)
j,w

)
(m,n)

=E
[
Xj[k]X̂

(0)
w [k + τ ]

]
=
1

2

[
E
[
X̂(0)

w [k + τ ]
∣∣ Xj[k] = 1

]
− E

[
X̂(0)

w [k + τ ]
∣∣ Xj[k] = −1

]]
=
1

2

[
Pr
[
Yw[k + τ ] > 0

∣∣ Xj[k] = 1
]
− Pr

[
Yw[k + τ ] < 0

∣∣ Xj[k] = 1
]]
−

1

2

[
Pr
[
Yw[k + τ ] > 0

∣∣ Xj[k] = −1
]
− Pr

[
Yw[k + τ ] < 0

∣∣ Xj[k] = −1
]]

(5.24)

According to (4.7), for−⌊L−1
D

⌋ 6 τ 6 ⌊L−1
D

⌋, the signal Yw[k+τ ]−aj (gw ∗ hj) [L−

1+Dτ ]Xj[k] is independent of Xj[k].We define Ψj,w[τ ] , Yw[k+τ ]−aj (gw ∗ hj) [L−

1 +Dτ ]Xj[k], which is a linear combination of a large number of independent vari-

ables. By central limit theorem, we approximate Ψj,w[τ ] as a Gaussian random

variable with zero mean and the variance shown as follows

σ2
Ψj,w[τ ] = σ2

N +
N∑
v=1

a2vUw,vU
T
w,v − a2j

∣∣∣(gw ∗ hj) [L− 1 +Dτ ]
∣∣∣2 (5.25)
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Consequently, (5.24) can be further calculated as

E
[
Xj[k]X̂

(0)
w [k + τ ]

]
=
1

2

[
Pr
[
Ψj,w[τ ] >−aj (gw ∗ hj) [L−1+Dτ ]

]
−Pr

[
Ψj,w[τ ]<−aj (gw ∗ hj) [L−1+Dτ ]

]]
−1

2

[
Pr
[
Ψj,w[τ ] >aj (gw ∗ hj) [L−1+Dτ ]

]
−Pr

[
Ψj,w[τ ]<aj (gw ∗ hj) [L−1+Dτ ]

]]
=sgn

(
aj (gw ∗ hj) [L− 1 +Dτ ]

)
Pr
[∣∣Ψj,w[τ ]

∣∣ 6 ∣∣aj (gw ∗ hj) [L− 1 +Dτ ]
∣∣]

≈sgn
(
aj (gw ∗ hj) [L− 1 +Dτ ]

)(
1− 2Q

(∣∣aj (gw ∗ hj) [L− 1 +Dτ ]
∣∣

σΨj,w[τ ]

))
(5.26)

5.3.2.2 The Estimation Correlation Matrix

In this part, we study the estimation correlation matrix E
[
X̂

(0)

j [k]X̂
(0)T

w [k]
]
.

Define C
(0)
j,w , E

[
X̂

(0)

j [k]X̂
(0)T

w [k]
]
, for ∀j, w ∈ 1, 2, . . . , N. Denoting τ = m − n,

the element on the m-th row and n-th column of the matrix
(
C

(0)
j,w

)
can be then

represented as follows:(
C

(0)
j,w

)
m,n

= E
[
sgn
(
Yj[k]Yw[k + τ ]

)]
= Pr

[
Yj[k]Yw[k + τ ] > 0

]
− Pr

[
Yj[k]Yw[k + τ ] < 0

]
= 2Pr

[
Yj[k]Yw[k + τ ] > 0

]
− 1. (5.27)

To approximate the probability Pr
[
Yj[k]Yw[k+τ ] > 0

]
, we model (Yj[k], Yw[k + τ ])

as bivariate Gaussian random variables, following the multidimensional central limit

theorem [79]. It is easy to show that both Yj[k] and Yw[k + τ ] have zero mean, i.e.

E [Yj[k]] = E [Yw[k + τ ]] = 0. (5.28)

The covariance matrix Σ =

 σ2
1 ρj,w(τ)σ1σ2

ρj,w(τ)σ1σ2 σ2
2

 can be given by the fol-
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lowing:

σ2
1 = E

[
Y 2
j [k]

]
=

N∑
d=1

a2dUj,dU
T
j,d + σ2

N ; (5.29)

σ2
2 = E

[
Y 2
w [k + τ ]

]
=

N∑
d=1

a2dUw,dU
T
w,d + σ2

N ; (5.30)

and

ρj,w(τ) =
E
[
Yj[k]Yw[k + τ ]

]
σ1σ2

, (5.31)

where

E
[
Yj[k]Yw[k + τ ]

]
=E
[( N∑

d=1

adUj,dXd[k] + nj[k]
)( N∑

d=1

avUw,vXv[k + τ ] + nw[k + τ ]
)]

=
N∑
d=1

N∑
v=1

adavUj,dE
[
Xd[k]X

T
v [k + τ ]

]
UT

w,v + E
[
nj[k]nw[k + τ ]

]
=

N∑
d=1

a2dUj,dE
[
Xd[k]X

T
d [k + τ ]

]
UT

w,d + g
j
E
[
ñ[Dk]ñT [D(k + τ)]

]
gT
w

(5.32)

In (5.32), the expectation Λ[τ ] , E
[
Xd[k]X

T
d [k + τ ]

]
is a

(
2⌊L−1

D
⌋+ 1

)
-by-(

2⌊L−1
D

⌋+ 1
)
square Toeplitz matrix with its elements determined by (Λ[τ ])p,q =

λq−p, where the value of λq−p is given as follows:

λq−p =


1, if q − p = τ,

0, if q − p ̸= τ.

(5.33)

Thanks to the special structure of Λ[τ ], the value of Uj,d (Λ[τ ])U
T
w,d can be
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represented by a simple function Π (Uj,d,Uw,d, τ) defined as follows:

Uj,d (Λ[τ ])U
T
w,d = Π(Uj,d,Uw,d, τ) ,



Uj,dU
T
w,d, if τ = 0,

dim(Uw,d)−|τ |∑
l=1

uj,d(l)uw,d(l + |τ |) if τ > 0,

dim(Uj,d)−|τ |∑
l=1

uj,d(l + |τ |)uw,d(l) if τ < 0,

(5.34)

where dim(·) equals to the dimensionality of the operand vector.

For the second term g
j
E
[
ñ[Dk]ñT [D(k + τ)]

]
gT
w
in (5.32), one could have a

similar expression using the definition of the function Π in (5.34)

g
j
E
[
ñ[Dk]ñT [D(k + τ)]

]
gT
w
=


σ2
NΠ
(
g
j
, g

w
, Dτ

)
, if |τ | 6 ⌊L−1

D
⌋,

0 if |τ | > ⌊L−1
D

⌋.
(5.35)

Combining the results of (5.34) and (5.35), the cross correlation between Yj[k]

and Yw[k + τ ] is given by

E
[
Yj[k]Yw[k+τ ]

]
=


σ2
NΠ
(
g
j
, g

w
, Dτ

)
+

N∑
d=1

a2dΠ(Uj,d,Uw,d, τ) , if |τ | 6 ⌊L−1
D

⌋,

N∑
d=1

a2dΠ(Uj,d,Uw,d, τ) , if |τ | > ⌊L−1
D

⌋.

(5.36)

which can be substituted into (5.31) to obtain the value of ρj,w(τ).

Upon obtaining the probability distribution of (Yj[k], Yw[k + τ ]) by assuming

a bivariate normal distribution model, the quadrant probability is readily and ana-

lytically given by [80]

Pr
[
Yj[k] > 0, Yw[k+ τ ] > 0

]
= Pr

[
Yj[k] 6 0, Yw[k+ τ ] 6 0

]
=

1

4
+

arcsin (ρj,w(τ))

2π
.

(5.37)
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Therefore, for any element
(
C

(0)
j,w

)
m,n

in the matrix
(
C

(0)
j,w

)
, it holds that

(
C

(0)
j,w

)
m,n

= 2Pr
[
Yj[k]Yw[k + τ ] > 0

]
− 1 =

2

π
arcsin (ρj,w(τ)) . (5.38)

To summarize, we have derived an analytical approximation for each of the

four components of the error correlation matrix in (5.19). Therefore, for any given

j, w ∈ {1, 2, . . . , N}, it holds that

R
(0)
j,w ≈


I−M

(0)
j,j −

(
M

(0)
j,j

)T
+ C

(0)
j,j if j = w,

−M
(0)
j,w −

(
M

(0)
w,j

)T
+ C

(0)
j,w if j ̸= w,

(5.39)

so that both the residual ISI power (5.20) and IUI power (5.21) can be calculated

using (5.39). Then for any given user of interest (for instance, User i), the post-

cancellation SINR SINR
(0)
i (5.18) can be obtained to compute its BER performance.

5.4 Simulation Results

In this section, we present some simulation results on the BER performance of

the proposed 2D parallel interference cancellation scheme. To study the proposed

scheme in a more realistic setting, we used the more practical IEEE 802.15.4a out-

door non-line-of-sight (NLOS) channel model7 [81] to evaluate the BER performance

of the proposed scheme.

Fig. 5.4 shows an example of two typical channel impulse responses under

such a channel model and their convolutions with the TR signature waveforms. The

channels shown in Fig. 5.4 are randomly generated according to the channel model

specified in [81], with the system sampling period Ts = 1 ns and the channel length

7In such a channel model, each channel tap is a real number.
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Figure 5.4: Examples of IEEE 802.15.4a outdoor NLOS channels

truncated8 at LTs = 300 ns (i.e., L=300). In Fig. 5.4, the convolution between

User 1’s channel response h1 and its matched TR signature waveform g1 exhibits

a prominent central peak at (h1 ∗ g1) [L − 1], demonstrating the temporal focusing

effect of the TR technique; on the other hand, the amplitude of the convolution

between the TR signature waveform g1 and the mismatched channel response h2

is significantly smaller than the central peak (h1 ∗ g1) [L − 1], demonstrating the

virtual spatial focusing effect in the user’s signature domain.

In the following part of this section, we present our numerical evaluation on

8because the amplitude of the remaining paths after 300 ns is typically small enough to be

neglected
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the BER performance of the proposed 2D interference cancellation scheme. In our

simulation, the channel responses for different users are randomly and independent-

ly generated using the IEEE 802.15.4a channel model, with Ts = 1 ns and L = 300.

Without loss of generality, the channel response of each user is normalized so that

L−1∑
k=0

∣∣hi[k]
∣∣2 = 1, ∀i ∈ {1, 2, . . . , N}, and assume that all the power control coeffi-

cients ai = 1, ∀i ∈ {1, 2, . . . , N}9. A large number of independent trials of channel

realizations were conducted and averaged to characterize the average performance

of the proposed scheme under this channel model.

5.4.1 BER vs Eb/N0

In this part, we show the BER performance versus Eb/N0 (the energy-per-

bit to noise-power-spectral-density ratio) with various combinations of rate back-off

factor D and the total number of users N. The energy-per-bit Eb is normalized to

1 by the assumption that each BPSK symbol Xi[k] ∈ {−1,+1} has a unit power;

accordingly, the power of the received AWGN ñ[k] at the BS is then given by

σ2
N =

N0

2
=

(
2Eb

N0

)−1

.

Fig. 5.5 and Fig. 5.6 show the BER performances of the proposed 2D parallel

interference cancellation scheme (up to 3 stages), and compare with the basic TRD-

MA system without interference cancellation. Fig. 5.5 considers that case where

there are N = 5 end-users accessing the BS at the same time with a rate back-off

factor D = 16 (about 5.3% of the channel length L = 300); Fig. 5.6 then presents

9To implement an equal power allocation among the users.
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Figure 5.5: The BER performance of the D=16 N=5
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Figure 5.6: The BER performance of the D=32 N=10
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the BER performance with N = 10 andD = 32 (about 10.7% of the channel length).

From both figures, significant BER performance gain is achieved by the pro-

posed 2D parallel interference cancellation scheme, compared with the baseline

TRDMA system without interference cancellation. Additional gain is achieved by

cascading more stages of the proposed interference cancellation scheme, at the price

of increased decoding delay which grows linearly with the total number of stages.

The largest gain-per-stage is obtained by the first stage, with the marginal gain

diminishes for the following stages. Therefore, there always exists such a tradeoff

between the system performance and the number of stages, which should be deter-

mined by the applications. Lastly, the theoretical approximation derived in Section

V matches reasonably well with the simulation results, considering its complicated

correlation between tentative decisions and the Gaussian assumptions we made in

the approximation. Comparing Fig. 5.5 and Fig. 5.6, one can see that the accuracy

of this approximation improves as the number of users increases, which agrees with

the central limit theorem.

5.4.2 Further discussion on high SNR regime

5.4.2.1 BER vs the number of users N

Fig. 5.7 shows how the BER performance changes with the number of users N

with high enough SNR. As shown in the example of Fig. 5.7 with the rate back-off

factor D = 32, the BER increases with the number of users N due to the increased

IUI. Targeting at a certain BER level (e.g 10−3), the proposed 2D interference
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Figure 5.7: The BER performance vs number of users N

cancellation enables more users to transmit simultaneously and therefore increases

the system capacity. The benefit of using the interference cancellation diminishes

when the BER of the baseline system (considered as the initial stage) is above a

certain threshold. This is because the fact that the interference cancellation scheme

at the receiver eventually relies on the tentative decisions of the detected symbols

to cancel the interference, whose effectiveness inevitably depends on the quality of

those tentative decisions.

5.4.2.2 BER vs the rate back-off factor D

Fig. 5.8 shows how the BER performance is affected by the rate back-off

factor D with high enough SNR, assuming that there are 5 users accessing the BS
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Figure 5.8: The BER performance vs rate back-off factor D

simultaneously. Since both the ISI and the IUI are reduced with a larger rate back-

off factor D, the BER decreases as D increases. From Fig. 5.8, one can see that

thanks to the proposed 2D parallel interference cancellation scheme, the TRDMA

system could use a smaller D to achieve the same BER, which translates to higher

throughput for each user. Finally, it is also worth noting that when D is very

small (e.g., for D = 6 (only 2% of the channel length) in Fig. 5.8), there can be

more erroneous tentative decisions (i.e. very high BER (> 10−1) for the initial

stage) which in turn actually enhance the interference power, rather than canceling.

However, most practical TRDMA applications operate at a much lower BER level10

10A lower BER level can always be achieved by increasing the rate back-off factor D and/or

reducing the number of concurrent users N.
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for the proposed interference cancellation scheme to contribute.

5.5 Summary

In this chapter, we proposed a 2D parallel interference cancellation scheme to

enhance the system performance. The proposed 2D parallel interference cancellation

scheme utilizes the tentative decisions of detected symbols to effectively cancel the

interference in both the time dimension (ISI) and the user dimension (IUI). To

further improve the BER performance, we extended our discussion to a multi-stage

scheme by cascading multiple stages of the proposed 2D interference cancellation,

with a total delay that increases linearly with the number of stages, but independent

of the number of users. Theoretical analysis was made on the BER performance of

the single-stage cancellation, and the approximated theoretical result well matched

the simulation results. The performance results demonstrated that the proposed

2D parallel interference cancellation scheme can significantly improve the system

performance of the TRDMA system.
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Chapter 6: Energy-Efficient Base-Station Cooperative Operation with

Guaranteed QoS

In this chapter, we propose an energy-efficient base station (BS) switching

strategy for cellular systems and use BS cooperation to effectively extend the net-

work service to the areas of the switched-off BSs. Specifically, based on the standard

hexagonal cell model [82, 83]1, we consider four progressive BS switch-off patterns

and dynamically switch among them according to the traffic load to maximize en-

ergy saving. We study the quality of service (QoS) of the resulting cellular system

in terms of the call-blocking probability and the channel outage probability, respec-

tively. We derive and analyze the closed-form expressions for the QoS metrics based

on the hexagonal cell model. As will be shown in this chapter, the call-blocking

probabilities associated with different switch-off patterns characterize a feasible set

of patterns to choose from so that the minimum requirement (on the call-blocking

1Although regular hexagonal cells hardly exist in real life, the practical deployment of macrocell

BSs is always well planned and never random. More importantly, the regularity of such a widely

used hexagon model facilitates clear and insightful analysis in the literature, as well as in this

chapter. The intention of this work is not to directly solve the detailed real-life problems; rather,

it strives to show that the ideas proposed in this work can lead to significant energy-saving potential

to cellular networks.
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probability for any user equipment (UE)2) is satisfied for the given offered load.

We guarantee the channel outage probability by identifying the UEs situated at

the worst-case locations and use BS cooperation to ensure their minimum QoS re-

quirements. We evaluate the achievable energy saving performance of the proposed

scheme and compare them with the conventional network operation.

6.1 System Model

6.1.1 Network Model

We consider a standard cellular network model consisting of hexagonal cells

with radius R, and each cell is equipped with a multi-antenna BS located in the

center of the cell, as shown in Fig. 6.1. In such a network, the fractional frequency

reuse is assumed with the neighboring cells allocated with different bandwidths.

The BSs are inter-connected with backhaul links, through which communications

are assumed to be low-cost, reliable and high-speed. Each BS has M antennas, and

the UEs served by this network have one single antenna.

We assume that in each cell call requests arrive following a Poisson process

with an arrival rate λ(t) at time t, and the call holding time has an expected value

1/µ. Consequently, each cell provides an offered load of E(t) = λ(t)/µ (Erlang) to

2In the Universal Mobile Telecommunications System (UMTS) and 3GPP Long Term Evolution

(LTE), user equipment (UE) is any device used directly by an end-user to communicate, which

can be a hand-held telephone, a laptop computer equipped with a mobile broadband adapter, or

any other device.
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Figure 6.1: A local dense-deployment area covered by hexagonal cells

the cellular infrastructure. For simplicity, we further assume that the offered loads

from different cells are independent and identically distributed (i.i.d.).

We consider that each BS has a limited capacity to serve a maximum number

of active concurrent UEs due to its limited hardware and software resources [84]3.

This number is denoted by C in this chapter. Note that such a limitation is inherent

at the BS and is not necessarily related to the scarcity of channel resources. It means

that even when there are ample amount of available channel resources like the case

of low traffic hours, an individual BS has to reject a new UE’s request if the number

of concurrent UEs at this BS will otherwise exceed C.

3When a UE is served by multiple BSs through cooperation, this UE accounts for an active UE

at each of the BSs that participate this cooperation.
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6.1.2 Channel model and Cooperative Coverage Extension

Let h
(m)
k denote the fading channel coefficient between a UE and the m-th

antenna of the k-th BS. h
(m)
k is modeled as circularly symmetric complex Gaussian

random variables with zero mean and variance

σ2
k =

G

dαk
, (6.1)

where dk is the distance between the k-th BS and the UE, α is the path loss ex-

ponent [39, 85], and G is a normalizing gain factor. Assume that different h
(m)
k are

uncorrelated, and that the channel state information is available at the BS side.

To efficiently extend coverage to the service areas of the switched-off BSs and

compensate the SNR loss due to increased BS-UE distances, the nearby active BSs

will use cooperative communications. We limit the set of cooperating BSs to the six

direct neighboring BSs of the switched-off cells.

When a BS is switched off, it releases its channel resources to its neighboring

active BSs. Then the neighboring active BSs use the channel resources obtained

from the switched-off BS to cooperatively serve (using cooperative beamforming)

the UEs inside the switched-off cell (referred to as, the moon cell in the sequel).

In the cells having an active BS (referred to as, the sun cell), the UEs are served

by the single active BS the same way as in the conventional operation without

BS cooperation. Since the traffic load during these off-peak-traffic hours is lower

than during peak hours, we assume that during the energy-efficient operations, the

available channel resources can accommodate the reduced overall traffic load by
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adopting certain interference management scheme [86]. Similar to [8] [12], it is also

assumed that the use of cooperative beamforming [87] will not cause a noticeably

higher inter-cell interference level compared to the conventional operation. Such

an assumption simplifies the analytical derivations, and at the same time can be

justified as follows:

• Compared with the conventional cell-breathing scheme (i.e. by simply in-

creasing BS’s transmit power) [4], the cooperative beamforming can steer the

transmitted signals towards only the intended location where the signals are

summed constructively, which effectively reduces the required total transmit

power; on the other hand, thanks to the spatial selectivity of cooperative

beamforming, the interference signals will be summed destructively at the vic-

tim cells, whose power can be expected no much higher than the conventional

operation.

• Second, when the fractional frequency reuse is used in this network, two cells

that use the same frequency band are separated by a distance. Consider-

ing the propagation loss in cellular systems, the interference power is further

attenuated when it arrives at the victim cell.

• Third, although it is true that some neighboring cells can be closer to the

victim cell, in the BS cooperation, each of the cooperating BSs only needs to

transmit just a fraction of the total transmit power, which further eases its

interference power to its neighboring cells.

For the UEs inside a moon cell, the cooperative coverage extension schemes
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for both downlink and uplink are specified as follows:

6.1.2.1 Downlink

Since the channel state is known at the BS side, the optimum cooperative

transmission scheme is cooperative transmit beamforming which maximizes the re-

ceived SNR at the UE [87]. The resulting SNR at the UE (receiver) is given by:

SNR =

K,M∑
k=1,m=1

|h(m)
k |2PBS

NUE

=
PBS

NUE

K,M∑
k=1,m=1

|h(m)
k |2, (6.2)

where PBS is the total transmit power of all the cooperating BSs4, NUE is the noise

power at the UE, and K is the number of cooperating BSs. Note that in (6.2), we

ignore the interference from other cells for analytical simplicity, given the assumption

that the use of cooperative beamforming will not cause a noticeably higher inter-cell

interference compared to the conventional operation.

6.1.2.2 Uplink

For uplink, given that the channel state information is available at the BS side,

Maximal Ratio Combining (MRC) [85, 88] can be achieved by cooperative receive

beamforming among cooperating BSs. The resulting SNR at the BS (receiver) side

4In order to achieve the SNR level shown in (6.2), the m-th antenna of the k-th BS transmits

with a fraction of the total transmit power
(
|h(m)

k |2
)/( K,M∑

k=1,m=1

|h(m)
k |2

)
. Therefore, we assume

that each individual power constraint (limited by the power amplifier) on each antenna and/or BS

can be satisfied, and mainly focus on the total transmit power consumption.
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is

SNR =

K,M∑
k=1,m=1

PUE|h(m)
k |2

N
(m)
k

. (6.3)

where PUE is the transmit power of the UE, and N
(m)
k is the noise power received at

the m-th antenna of the k-th BS. For simplicity, we further assume that N
(m)
k are

identical for all k and m, i.e. N
(m)
k = NBS, then

SNR =
PUE

NBS

K,M∑
k=1,m=1

|h(m)
k |2. (6.4)

Due to the same structure of uplink and downlink shown in (6.2) and (6.4),

we could use a unified expression

SNR =

K,M∑
k=1,m=1

P

N
|h(m)

k |2. (6.5)

where P and N denote the transmit power and the receiver noise variance, respec-

tively.

6.1.3 Quality of Service Metrics

In this work, we propose an energy-efficient BS switching strategy according

to the varying offered traffic load. However, the energy-saving purpose makes sense

only when the QoS of a UE is guaranteed to be above a certain required level. In this

chapter, we consider and derive the closed-form expressions for two QoS metrics:

• Call-Blocking Probability : how likely a UE’s request is rejected by the infras-

tructure due to limited resources.

• Channel-Outage Probability : given that a UE’s request is not rejected (there-

fore, a link is established between this UE and available BS(s)), for a certain
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given SNR threshold γ0, how likely the instantaneous received SNR level of

the established link is lower than γ0 due to channel fading.

During the off-peak-traffic hours, some BSs are switched off to save energy.

The traffic of the service areas of the switched-off BSs is distributed to the remaining

active BSs, which leads to a higher aggregated traffic load for each of the remaining

active BSs. For a given offered load per cell, the more BSs are turned off, the

more UEs’ requests need to be addressed by each active BS. Therefore, the QoS

requirement on the call-blocking probability in essence serves as a constraint for the

BS switch-off pattern selection. Given that a UE’s request has been accepted by the

infrastructure, we can then use channel outage probability to measure the quality

of the established channel link. In this chapter, we guarantee QoS by targeting at

the UEs situated at the worst-case locations in the network.

6.2 BS Switching Patterns and the Call-Blocking Probabilities

In this section, we introduce four BS switching patterns that progressively

turn off more BSs according to the offered traffic load. Then, we calculate the

call-blocking probability associated with each pattern.

6.2.1 BS Switch-off Patterns

As the offered traffic load goes low, some of the BSs are switched off, resulting

in a more energy-efficient network operation, and the corresponding traffic load is

distributed among the remaining active BSs. In determining which BSs to switch
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Figure 6.2: Scalable switch-off patterns

off in a large-scale network according to varying offered load, the optimal solution

involves integer programming, which is proven to be NP-hard [89, 90]. Some pre-

viously proposed suboptimal algorithms [8, 10] did not consider the possibility of

BS cooperation in their objective functions. Moreover, even though an optimal

solution is available for any given offered load, the operational complexity of con-

stantly switching BSs on and off according to the continuously varying offered load

is not affordable for practical use. Therefore, we propose to use a set of BS switch-

ing patterns which consist of scalable building blocks to cover the cellular network.

Specifically, we consider four switch-off patterns in the context of BS cooperation

as shown in Fig. 6.2.

In Fig. 6.2, the diagram of the switch-off pattern I visualizes a basic switching

pattern and the resulting cooperation topology when one BS is switched off in a
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basic building block of seven BSs. In this pattern, each moon cell is served by up

to six5 neighboring BSs through cooperative communications. We will refer to this

case as pattern I for short in the sequel. Similarly, three more switch-off patterns

II, III, and IV are also presented in Fig. 6.2, corresponding to switching off one BS

out of three BSs, switching off two BSs out of four BSs, and switching off three BSs

out of four BSs, respectively.

Among a very large number of possible switching patterns, the four switch-off

patterns are heuristically chosen as the formations of small regular building blocks,

provided that the density of the users is roughly uniform across the cellular network.

The regularity brought by these patterns offers great scalability for a large-scale

deployment. Furthermore, after being deployed across the network, each of the four

patterns results in the same cooperation topology for any moon cell (regardless its

location) under that pattern, as shown in Fig. 6.2. Such system-wide homogeneity

simplifies the analysis complexity and leads to a unified system analysis for each

moon cell. As one can see from Fig. 6.2, the four switch-off patterns from I to IV

turn off more BSs in a progressive manner to achieve the energy-saving goal with

guaranteed QoS. Defining β to be the ratio of the number of switched-off BSs to

the total number of BSs for the four switch-off patterns I, II, III, and IV, we obtain

βI = 1/7 = 14.3%, βII = 1/3 = 33.3%, βIII = 2/4 = 50.0%, and βIV = 3/4 = 75.0%.

The conventional operation adopts an ”all-on” pattern, in which all BSs are active

with βall-on = 0.

5When one or more of the six neighboring active BSs are fully occupied due to the limited

capacity C, they cannot help the UE by participating the cooperation.
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Since the traffic loads originating from the moon cells are distributed to active

BSs, we calculate the equivalent aggregated traffic load for each active BS in different

patterns. Taking switch-off pattern II shown in Fig. 6.2 for example, each active cell

is surrounded by three moon cells that are to be served through cooperating with

other active BSs. Unless this active BS is fully occupied, a call attempt from any of

these surrounding moon cells will become one additional concurrent UE at this active

BS. Therefore, for switch-off pattern II, the aggregated traffic load for each active

BS is the sum of the load of its own cell and the loads of all the surrounding moon

cells, i.e. EΣ,II(t) =
(3+1)λ(t)

µ
= 4E(t). Similarly, EΣ,I(t) = 2E(t), EΣ,III(t) = 5E(t),

and EΣ,IV(t) = 7E(t). For the conventional operation, Eall-on(t) = E(t).

Since each active BS only has limited capacity for supporting concurrent UEs,

when a UE’s request arrives, some BSs may be too busy to help. This gives rise to

a set of cooperating modes in which some BSs are absent from the basic cooperation

topologies shown in Fig. 6.2 due to limited resources.

The complete set of distinguishable cooperating modes (up to rotations and

mirroring) is presented in Fig. 6.3. Note that different cooperating modes will

appear with different relative frequencies depending on the current offered load and

the switch-off pattern.

6.2.2 Call-Blocking Probability

In this part, we calculate the call-blocking probability of the UEs in the net-

work under each proposed pattern. We first define two types of call-blocking events
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for the sun cell and the moon cell, respectively.

Definition 5. (Call Blocking for the Sun Cell) For any given combination of the

single-cell offered load E and switch-off pattern w ∈ {I, II, III, IV } , the call-

blocking event for the UE in the sun cell occurs when all the C available resources

(for concurrent UEs) of the single BS of this sun cell are fully occupied at the time

when the UE’s request arrives.

Definition 6. (Call Blocking for the Moon Cell) For any given combination of

the single-cell offered load E and switch-off pattern w ∈ {I, II, III, IV } , the call-

blocking event for the UE in the moon cell occurs when all the neighboring BSs that

remain active are fully occupied at the time when the UE’s request arrives.

Since it is assumed that the traffic arrival process is a Poisson process, we use

the Erlang-B formula [91] to calculate the blocking probability for each individual

active BS, and then investigate the two types of call blocking probabilities. Ac-

cording to the Erlang-B formula, for a queuing system with C servers but no buffer

spaces for incoming service requests to wait, if the service arrival process is a Pois-

son process that offers a traffic load E, the blocking probability of such a queuing

system is given by

B(E,C) ,
EC

C!

C∑
i=0

Ei

i!

, (6.6)

which corresponds to the conventional all-on pattern without BS cooperation.

Applying the Erlang-B formula to Definition 5, the call blocking probability
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for the sun cell can be calculated as follows:

PCB,sun (E,w) = B (EΣ,w(E), C) =

EC
Σ,w

C!

C∑
i=0

Ei
Σ,w

i!

, (6.7)

where E is the single-cell offered load, w ∈ {I, II, III, IV } represents the switch-off

pattern, and EΣ,w(E) is the aggregated offered load for the active BS of the sun cell

under switch-off pattern w.

From Definition 6, the call-blocking probability of the UE in a moon cell can

be written as

PCB,moon (E,w) = Pr
[ K∩
k=1

{the kth BS is fully occupied}
]

6 Pr
[
{the kth BS is fully occupied}

]
, ∀k (6.8)

= PCB,sun (E,w) ,

where K is the total number of the neighboring active BSs for this moon cell.

From (6.8), one can see that the call-blocking probability for the moon cell is

always upper-bounded by the one for the sun cell. This is due to the multi-BS diver-

sity brought by the cooperation among multiple neighboring active BSs for the moon

cell. For this reason, in order to guarantee the QoS of UEs in both sun cells and moon

cells, we need to ensure that max {PCB,moon (E,w) , PCB,sun (E,w)} = PCB,sun (E,w) is

below a certain threshold, by carefully choosing the switching patterns according to

the offered load.
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6.3 Channel outage Probability

In this section, we focus on the channel outage probability as a physical layer

QoS metric given that a channel link has been established between a UE and the

BS(s). If a UE’s call-attempt is accepted by the available BSs, a link will be es-

tablished for this UE. Given the condition that a UE’s request is not blocked, the

channel outage probability measures the quality of the established link. Specifically,

we are looking at a conditional probability that is defined as follows:

Definition 7. ( channel outage probability) Conditioned on that a UE’s request is

not blocked, the channel outage probability for this UE is the conditional probability

that the instantaneous SNR for the link established between this UE and BS(s) is

lower than a certain threshold γ0.

It is worth noting that the channel outage probability defined in this work is

discussed based on the condition that BS(s) can accommodate the UE’s request and

establish a link for this UE. Therefore, a so defined channel outage probability, as

a conditional probability, focus on the quality of the physical channel established

between the BSs and the UE.

To guarantee the QoS for all UEs in energy-efficient operations, a spatially

averaged QoS metric is not sufficient. Since a UE can be anywhere within the cell,

we will focus on the channel outage probability of the UE situated at the worst

transmission/reception location within the cell for each cooperating mode shown in

Fig. 6.3. We start with the simple case of the sun cell and the regular cell under
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the conventional operation, and then investigate the more complicated cases of the

moon cell in the following part of this section.

For the sun cell (or equivalently, the regular cell under the conventional oper-

ation), the UE is served by just one BS located in the center of the cell. Therefore,

the distance between its worst-case location and the BS is the radius of the cell R.

The corresponding SNR expression is a special case of (6.5) with K = 1:

SNR =
P

N

M∑
m=1

|h(m)
0 |2 = P

N

σ2
0

2

M∑
m=1

2

σ2
0

|h(m)
0 |2, (6.9)

where N is the noise power, P is the total transmit power of BS (downlink) or UE

(uplink), and h
(m)
0 is the channel gain between the UE and the m-th antenna of the

BS with variance σ2
0 = G

Rα .

For ease of simple notation, let V ,
M∑

m=1

2
σ2
0
|h(m)

0 |2, which is a central chi-square

random variable with 2M degrees of freedom. Thus, the channel outage probability

for the UE in the sun cell (or equivalently, the UE under the conventional operation)

can be obtained as

Pout (sun) = Pr

[
V 6 2γ0N

Pσ2
0

]
=

γ
(
M, γ0NRα

PG

)
(M − 1)!

, (6.10)

where γ(s, x) =
∫ x

0
ts−1e−tdt is the lower incomplete Gamma function.

For the moon cell, we first identify the worst-case locations for each cooperating

modes shown in Fig. 6.3. Based on that, the channel outage probability of the UE at

the worst-case locations is derived for each mode. Finally, we combine the individual

channel outage probability of every cooperating mode using the relative frequencies

of these cooperating modes that we obtained from computer simulation.
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Figure 6.3: The complete set of distinguishable cooperating modes

6.3.1 Worst-Case Location

To guarantee the channel outage probability of the UEs in the moon cells, the

first step is to determine the worst-case location within the moon cell, given the

number and locations of the available BSs under each cooperating mode. Fitting

their geological locations into a two-dimensional coordinate system as shown in Fig.

6.1, the BS and UE locations are each assigned a pair of coordinates. Specifically,

we assign coordinates to the cooperating BSs and the UE according to

BS1 = (x1, y1), · · · , BSK = (xK , yK); UE = (x, y).

Then, the distance between the UE and BSk can be written as

dk =
[
(x− xk)

2 + (y − yk)
2
] 1

2 . (6.11)
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Given the cooperative coverage extension scheme introduced in Section II, the

resulting SNR is proportional to the sum
K,M∑

k=1,m=1

|h(m)
k |2. To determine the worst-case

location, we will only need to take into account the effect of path loss by averaging

out the fading component:

E

[
K,M∑

k=1,m=1

|h(m)
k |2

]
= M

K∑
k=1

G

dαk
, (6.12)

where K is the number of cooperating BSs and M is the number of antennas at

each BS.

Consequently, determining the worst-case location within the switched-off hexag-

onal area is equivalent to solving the following constrained minimization problem:

min
x,y

f(x, y) =
K∑
k=1

1

[(x− xk)2 + (y − yk)2]
α
2

(6.13)

s. t.


−
√
3R 6

√
3x+ y 6

√
3R;

−
√
3R 6

√
3x− y 6

√
3R;

−
√
3
2
R 6 y 6

√
3
2
R.

(6.14)

Since both the objective function and the constrains are continuously dif-

ferentiable, the Karush-Kuhn-Tucker (KKT) [92] conditions specify the necessary

conditions for the solution (x∗, y∗) as follows:

• Stationarity Condition

∇f(x∗, y∗)+(µ1−µ2)


√
3

1

+(µ3−µ4)


√
3

−1

+(µ5−µ6)

 0

1

 = 0, (6.15)
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where

∇f(x, y) =

 ∂
∂x
f(x, y)

∂
∂y
f(x, y)

 =


−α

K∑
k=1

x−xk

[(x−xk)2+(y−yk)2]
α
2 +1

−α
K∑
k=1

y−yk

[(x−xk)2+(y−yk)2]
α
2 +1

 . (6.16)

• Dual Feasibility Condition

µi > 0, for all i = 1, . . . , 6; (6.17)

• Primal Feasibility Condition
−
√
3R 6

√
3x∗ + y∗ 6

√
3R

−
√
3R 6

√
3x∗ − y∗ 6

√
3R

−
√
3
2
R 6 y∗ 6

√
3
2
R

(6.18)

• Complementary Slackness Condition
µ1

(√
3x∗ + y∗ −

√
3R
)
= 0; µ2

(√
3x∗ + y∗ +

√
3R
)
= 0;

µ3

(√
3x∗ − y∗ −

√
3R
)
= 0; µ4

(√
3x∗ − y∗ +

√
3R
)
= 0;

µ5

(
y∗ −

√
3
2
R
)
= 0; µ6

(
y∗ +

√
3
2
R
)
= 0;

(6.19)

Leveraging the geological symmetry in each cooperating mode shown in Fig.

6.3, the worst case location of a UE in the moon cell can be found without much

effort from the KKT conditions. Specifically, we have the solution for the worst-case

location(s) of each cooperating mode with α = 3 (low path loss) and α = 4 (high

path loss) shown in Table 6.1.

6.3.2 Channel Outage Probability of Each Cooperating Mode

In this part, we analyze the channel outage probability of the UEs situated at

the worst-case locations within the switched-off (moon) cell. According to Table 6.1,
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Table 6.1: Solutions for The Worst-Case Location(s) (x∗, y∗)

♯1 ♯2 ♯3 ♯4 ♯5 ♯6

α=3 (0, 0)
(
0,−

√
3R
2

)
±
(√

3R
4

, 3R
4

)
(−R, 0) (0,−0.1872R) (0, 0)

α=4 (0, 0)
(
0,−

√
3R
2

)
(0, 0) (−R, 0) (0,−0.1478R) (0, 0)

♯7 ♯8 ♯9 ♯10 ♯11 ♯12

α=3 (R, 0)
(
0,−

√
3R
2

)
(±R, 0)

(
0,−

√
3R
2

) (
−R

2
,−

√
3R
2

) (
±R

2
,−

√
3R
2

)
α=4 (R, 0)

(
0,−

√
3R
2

)
(±R, 0)

(
0,−

√
3R
2

) (
−R

2
,−

√
3R
2

) (
±R

2
,−

√
3R
2

)

we divide all the cooperating modes into two categories: the symmetric BS arrange-

ments and the asymmetric BS arrangements. The symmetric arrangements include

the cooperating modes {♯1, ♯3(α = 4), ♯6, ♯9, ♯10, ♯11} , in each of which the neigh-

boring active BSs are equally far away from the worst UE location(s); The asym-

metric arrangements include the modes {♯2, ♯3(α = 3), ♯4, ♯5, ♯7, ♯8, ♯12} , in which

the neighboring active BSs are of different distances from the worst location(s).

6.3.2.1 Symmetric BS Arrangements

For the symmetric cases in Fig. 6.3, such a symmetric geometry leads to

identical channel gain variances σ2
k = G

dαk
= G

dα
, for k = 1, · · · , K. Therefore, (6.5)

can be written as

SNR =
P

N

σ2
k

2

K,M∑
k=1,m=1

2

σ2
k

|h(m)
k |2. (6.20)
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Since W ,
K,M∑

k=1,m=1

2
σ2
k
|h(m)

k |2 is a central chi-square random variable with 2MK

degrees of freedom, the probability Pr[W 6 w] (i.e. the CDF of W ) is given by

Pr[W 6 w] =
γ(MK, w

2
)

(MK − 1)!
. (6.21)

Accordingly, the outage probability can be written as

Pout = Pr[SNR 6 γ0] =
γ
(
MK, γ0Ndα

PG

)
(MK − 1)!

. (6.22)

Applying (6.22) to {♯1, ♯3(α = 4), ♯6, ♯9, ♯10, ♯11} , we obtain their channel out-

age probabilities in Table 6.2.

Table 6.2: Outage Probabilities of Symmetric BS Arrangements

K d σ2 Pout

♯1 6
√
3R G

(
√
3R)

α

γ

(
6M,

γ0N(
√

3R)α

PG

)
(6M−1)!

♯3(α = 4) 4
√
3R G

(
√
3R)

α

γ
(
4M,

9γ0NRα

PG

)
(4M−1)!

♯6 3
√
3R G

(
√
3R)

α

γ

(
3M,

γ0N(
√

3R)α

PG

)
(3M−1)!

♯9 2 2R G
(2R)α

γ
(
2M,

γ0N(2R)α

PG

)
(2M−1)!

♯10 2
√
21
2
R G(√

21
2

R
)α

γ

2M,
γ0N

(√
21
2 R

)α
PG


(2M−1)!

♯11 2
√
7R G

(
√
7R)

α

γ

(
2M,

γ0N(
√

7R)α

PG

)
(2M−1)!
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6.3.2.2 Asymmetric BS Arrangements

For the asymmetric cases shown in Fig. 6.3, the distances between the worst-

case UE location and the cooperating BSs are different. The resulting SNR as shown

in (6.5) can be considered as a linear combination of multiple chi-square random

variables. Unfortunately, even for the two-variable case, the exact expression for

the SNR distribution is too complicated for practical applications. Thus, we use an

approximation developed in [93], whose accuracy has been proven to be very well

satisfying in many practical applications [93–95].

In doing so, the distribution of the SNR is approximated by that of another

random variable Z = δΨ, where δ is a scaling factor and Ψ is a central chi-square

random variable with s degrees of freedom, such that the expected value and variance

of the SNR are equal to those of Z. Specifically,
E [SNR] = δE [Ψ] = δs

V ar [SNR] = δ2V ar [Ψ] = 2δ2s

(6.23)

To show how to apply this approximation to the asymmetric BS arrangements,

without loss of generality, we take the cooperating mode ♯7 for example. All the

other modes of the asymmetric BS arrangements can be approximated similarly.

For the cooperating mode ♯7, the distances between the worst-case UE location

and the three cooperating BSs are d1 =
√
7R, d2 = 2R, and d3 = 2R, respectively.

Then, we can rewrite (6.5) as

SNR =
σ2
1P

2N

M∑
m=1

2

σ2
1

|h(m)
1 |2 + σ2

2P

2N

K=3,M∑
k=2,m=1

2

σ2
k

|h(m)
k |2, (6.24)
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where σ2
1 = G

(
√
7R)

α , and σ2
2 = σ2

3 = G
(2R)α

. Let Z1 ,
M∑

m=1

2
σ2
1
|h(m)

1 |2 and Z2 ,
K=3,M∑
k=2,m=1

2
σ2
k
|h(m)

k |2, which are two central chi-square random variables with 2M and

4M degrees of freedom, respectively. Then, the expected value and the variance of

the SNR shown in (6.24) can be obtained as follows:

E [SNR] =
σ2
1P

2N
2M +

σ2
2P

2N
4M =

P

N

(
σ2
1M + 2σ2

2M
)
; (6.25)

V ar [SNR] = 4

(
σ2
1P

2N

)2

M + 8

(
σ2
2P

2N

)2

M. (6.26)

According to (6.23), we have the following equations to solve for s:

σ4
1

2
M + σ4

2M =
1

s

(
σ2
1M + 2σ2

2M
)2

, (6.27)

which yields

s = 2M
(σ2

1 + 2σ2
2)

2

σ4
1 + 2σ4

2

= 2M

(
7−α/2 + 21−α

)2
7−α + 21−2α

, (6.28)

and thus

δ =
E [SNR]

s
=

P (σ4
1 + 2σ4

2)

2N (σ2 + 2σ2
2)

=
PG (7−α + 21−2α)

2NRα
(
7−

α
2 + 21−α

) . (6.29)

Following [93], the SNR is approximated by Z = δΨ, where Ψ is distributed as a

chi-square random variable with s degrees of freedom, so the outage probability can

be approximated as

Pout (♯7) = Pr [SNR 6 γ0] ≈ Pr [Z 6 γ0] = Pr
[
Ψ 6 γ0

δ

]

=

γ

(
s
2
,
γ0NRα(7−α/2+21−α)

PG(7−α+21−2α)

)
Γ (s/2)

, (6.30)

where Γ (x) =
∫∞
0

tx−1e−tdt is the Gamma function.
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Similarly, we can obtain the worst-case probabilities of other cooperating

modes with asymmetric BS arrangements and summarize in Table 6.3.

Table 6.3: Outage Probabilities of asymmetric BS Arrangements

Modes s Pout

♯2 2M

[
( 3
2

√
3)−α

+2
(√

21
2

)−α
+2( 3

2 )
−α
]2

( 27
4 )−α

+2( 21
4 )−α

+2( 9
4 )

−α

γ

 s
2
,

Nγ0Rα

[
( 3
2

√
3)−α

+2

(√
21
2

)−α
+2( 3

2 )
−α

]
PG

[
( 27

4 )−α
+2( 21

4 )−α
+2( 9

4 )
−α

]


Γ( s
2 )

♯3(α = 3) 4M

[
( 3
2 )

−α
+
(√

21
2

)−α
]2

( 9
4 )

−α
+( 21

4 )−α = 6.0807M

γ

 s
2
,

Nγ0Rα

[
( 3
2 )

−α
+

(√
21
2

)−α
]

PG
[
( 9
4 )

−α
+( 21

4 )−α
]


Γ( s
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6.3.3 Overall Channel Outage Probability

The overall channel outage probability for the UE in the moon cell can be ob-

tained by combining the individual channel outage probability of every cooperating

mode according to their relative frequencies. Specifically, the overall channel outage

probability of pattern w ∈ {I, II, III, IV } is obtained as follows,

Poverall (w) =
12∑
i=1

fi (w,E)Pout (♯i) (6.31)
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where fi (w,E) , Ni(w,E)
12∑
i=1

Ni(w,E)

is the relative frequency of the i−th cooperating mode

under pattern w among all the 12 cooperating modes shown in Fig. 6.3, when the

offered load of each cell is E; Pout (♯i) is the worst-case channel outage probability

of cooperating mode ♯i.

The relative frequency of each cooperating mode can be obtained by conduct-

ing a computer simulation of the system dynamics. For each switch-off pattern

based on the system model introduced in Section II, we count the frequency of each

cooperating mode over a large number of time quanta. In this simulation, each cell

(either sun cell or moon cell) supplies an i.i.d. offered load of E to the infrastructure.

The offered load is then aggregated at each active BS which has a limited capacity

of C active concurrent UEs, according to the chosen switch-off pattern. The his-

tograms of the relative frequencies of the cooperating modes under each pattern is

shown with both low and high traffic loads in Section 6.5.

6.4 Energy Saving Analysis

In this section, we quantify the energy saving achieved by the proposed scheme.

When a BS is switched off, only a negligible amount of energy is consumed6. When

a BS is on, the total power consumption Ptotal of an active BS can be divided into

two main parts [96, 97]:

6This very small amount of energy is consumed by some mechanism of a turned-off BS to turn

it back on. For simplicity, we approximate such an amount close to zero, considering that such

mechanism can be implemented through a network interface to the backhaul network (dedicated

wired network) which consumes a negligible amount of power.
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• The idle power consumption, represented by Pidle, which does not depend on

the network traffic load. This power is consumed as long as a BS is on, even

if there is little traffic load.

• The transmit power consumption, represented by PRF, which depends on the

network traffic load. This part mainly includes the consumption of the ra-

dio frequency (RF) output components. Specifically, we model PRF as PRF =

E PRF,Peak

EPeak
, where EPeak denotes the offered load during peak hours, and PRF,Peak

represents a BS’s total transmit power consumption during peak hours under

conventional operation (with all BSs remaining active).

We also assume that the additional baseband signal processing power consumed due

to cooperation among active BSs is negligible compared to the aforementioned two

main parts.

Define η , PRF,Peak

Pidle
, then the energy consumption per BS under the conventional

operation can be calculated as follows:

Dconv = Pidle + E
PRF,Peak

EPeak

= Pidle

(
1 + η

E

EPeak

)
, (6.32)

where PRF,Peak is assumed to be just enough to guarantee the channel outage prob-

ability of the UE at the worst case location under conventional operation during

peak hours.

During energy-efficient operations, the UEs of the sun cell are served by the

single BS inside the sun cell in the same way of conventional operation. Meanwhile,

depending on which pattern to use, a portion β of BSs are switched off, resulting

in βPidle power saving and transferring the traffic load from the moon cells to the
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remaining active BSs. Since the minimum requirement of channel outage probability

is guaranteed for the UE at the worst-case locations through transmit power control,

the calculation of the total energy consumption has to take into account the changes

of PRF for the moon cells. On the one hand, due to increased distances between the

UEs of the moon cell and active BSs, the required PRF will increase to maintain the

minimum QoS requirement for the worst-case locations. On the other hand, the

use of BS-cooperation helps significantly reduce such a penalty of increased PRF. We

define ρ as the ratio of the total transmit power required for cooperative transmission

to the transmit power required in conventional operation to maintain the same

minimum channel outage probability for their corresponding worst-case locations.

The energy consumption per BS under energy-efficient operations is defined as the

ratio of the total energy consumed to serve every cell (including both moon and

sun cells) to the total number of BSs (including both active and switched-off BSs),

which can be written as

Deff = (1− β) (Pidle + PRF) + ρβPRF

= Pidle

[
(1− β) + (1− β) η

E

EPeak

+ ρβη
E

EPeak

]
= Pidle

[
1− β + η

E

EPeak

(1 + β (ρ− 1))

]
. (6.33)

6.5 Numerical Results

In this section, we present some numerical results showing the performance and

the energy saving potential of such an energy-efficient cellular network employing

the proposed BS switching patterns and cooperative coverage extension scheme.
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In the numerical evaluations, unless otherwise stated, the system parameters are

chosen as shown in Table 6.4.

Table 6.4: System Parameters

Switch-off Patterns I, II, III, IV

Offered Load E [0:2:40] (Erlang)

BS Service Capacity C 50

Cell Radius R Normalized to 1

Number of antennas at BS M 4

Number of antennas at the UE 1

ϕ = P
γ0NRα/G

[-10:5:25] dB

η = PRF,Peak

Pidle
10%

EPeak 40 (Erlang)

Path-loss Exponent α 4

QoS Threshold: Call-blocking Probability 6 2%

QoS Threshold: Channel Outage Probability 6 10−3

6.5.1 Call-Blocking Probability

In this part, we present the call-blocking probabilities for the switch-off pat-

terns and compare them with the conventional all-on pattern (i.e. all BSs are active
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without cooperation). As shown in Section 6.2.2, the call-blocking probability for

the sun cell always serves as an upper bound for that of the moon cell. In this

chapter, we guarantee the QoS of UEs by targeting at the performances of a UE

situated in the worst case. In doing so, we focus the call-blocking probability of the

sun cell that represents the minimum QoS level to be maintained when switching

off BSs.

Fig. 6.4 shows the worst-case (sun cell) call-blocking probabilities of different

patterns. From Fig. 6.4, one can see that switching off more BSs would incur

higher probability of call blocking, since each active BS is responsible for a larger

aggregated traffic load. Thus, the correspondence between the pattern and the call-

blocking probability characterizes a feasible set of candidate patterns so that the

minimum QoS requirement on the call-blocking probability is satisfied for a given

offered load. Specifically, for the numerical results shown in Fig. 6.4, the feasible

set S is given by

S =



{All − on, I, II, III, IV } , if E ∈ [0, 5.75);

{All − on, I, II, III} , if E ∈ [5.75, 8.05);

{All − on, I, II} , if E ∈ [8.05, 10.06);

{All − on, I} , if E ∈ [10.06, 20.13);

{All − on} , if E ∈ [20.13, 40.25].

(6.34)
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Figure 6.4: The worst-case (sun cell) call-blocking probabilities versus the offered

load

6.5.2 Channel Outage Probability

In this part, we show the numerical results of the channel outage probability

defined and analyzed in Section 6.3. Fig. 6.5 shows the histograms of the relative

frequencies of the 12 cooperating modes with various traffic loads. In Fig. 6.5,

two observations are of interest: one is that a more conservative (i.e. turning off

less BSs) pattern exhibits a better chance to have more BSs cooperatively serve the

UEs than the more aggressive (i.e. turning off more BSs) pattern; the other is that

given a switch-off pattern, as the traffic load grows, more BSs will be out of the

cooperation because they are too busy (i.e. fully occupied) to help.

To characterize the channel outage probability, we define ϕ = P
γ0NRα/G

, where

the denominator γ0NRα/G is predefined for a given network and fixed in our sim-
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Figure 6.6: The worst-case channel outage probabilities of the established link

130



ulation. The quantity ϕ represents a given SNR level normalized by the network-

and deployment-dependent system parameters. Thus, the ratio of two ϕ values (d-

ifference in dB) is indicative of how much extra transmit power is needed to be able

to move from one SNR level to the other.

Fig. 6.6 presents the channel outage probabilities of all the patterns with

low and high traffic loads. In Fig. 6.6, the solid curve represents the performance

of the conventional all-on pattern (or equivalently, the channel outage probability

of the UE in the sun cell), which serves as a benchmark of the additional energy-

efficient patterns proposed in this chapter. From Fig. 6.6, when E = 10 Erlangs,

to achieve a channel outage probability of 10−3, Pattern I demands 4.81 dB less

transmit power than the conventional pattern, resulting in ρ(I, E = 10) = 0.3305,

thanks to the cooperation of BSs; but for the same QoS requirement, the other

three switch-off patterns require more transmit power than the conventional pattern

due to the increased BS-UE distances and fewer remaining active BSs, leading to

ρ(II, E = 10) = 1.1416, ρ(III, E = 10) = 14.23, and ρ(IV, E = 10) = 39.43. As the

traffic load increases, targeting at the channel outage probability of 10−3, the ratios

of the required transmit powers increase as shown in Table 6.5. This is because

when the traffic load is higher, the remaining active BSs will be more frequently

occupied, further reducing diversity order of the BS cooperation.
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Table 6.5: The ratios (ρ) of the required transmit powers

I II III IV

E=10 Erlangs ρ = 0.3305 ρ = 1.142 ρ = 14.23 ρ = 39.43

E=18 Erlangs ρ = 0.7300 ρ = 21.51 ρ = 33.63 ρ = 44.83

E=26 Erlangs ρ = 13.14 ρ = 29.42 ρ = 38.51 ρ = 47.38

E=30 Erlangs ρ = 17.91 ρ = 31.53 ρ = 39.20 ρ = 48.04

6.5.3 Energy-Saving Performance

The energy saving ability under different levels of offered loads, as defined in

(6.32) and (6.33), is evaluated in this part. Fig. 6.7 shows the energy consump-

tion per BS for different patterns and the corresponding energy-efficient pattern-

switching strategy, with η = 10%, the target call-blocking probability requirement

of 2%, and path loss exponent α = 4. In Fig. 6.7, the four vertical dashed lines

indicate how much traffic load each pattern can hold with the 2% call-blocking prob-

ability requirement; the solid curves represent the energy consumption of different

patterns (as marked in the figure).

From Fig. 6.7, one can see that no single pattern can achieve the best energy-

saving performance all the time with the minimum requirement of QoS guaranteed.

Therefore, a switching strategy among these patterns that jointly considers both the

resulting energy consumption and the QoS requirement is desirable and character-

ized by the dotted curves in Fig. 6.7. As shown in Fig. 6.7, the most energy-efficient
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Figure 6.7: The energy consumption per BS with α = 4, C = 50, η = 10%.

pattern is chosen according to the offered load. As the offered load varies, the pat-

tern switching occurs whenever a more energy-efficient pattern becomes feasible

(6.35) or the currently chosen pattern would otherwise violate the constraint of the

call-blocking probability. As shown in Fig. 6.7, during the very low traffic period

(E < 5), the proposed operation can save more than 50% of the energy consumed

by the conventional scheme with guaranteed QoS; for about half of the period of a

typical day7, the proposed energy-efficient patterns can be applied to save energy

that is currently being wasted under the conventional all-on pattern.

133



0 5 10 15 20 25 30 35 40
0

0.5

1

1.5

Offered Load E (Erlang)

E
ne

rg
y 

C
on

su
m

pt
io

n 
P

er
 B

S
 (

× 
P

id
le

)

Energy−Saving Performance with α=3, C=50, η=10%

Pattern IV

Pattern II

Pattern III

Pattern I

Pattern all−on

E=5.75
E=10.06

E=8.05
E=20.13
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6.5.3.1 Impact of the path loss exponent

Fig. 6.8 shows the energy consumption results with a lower path loss exponent

α = 3, keeping the other parameters the same with Fig. 6.7 (i.e. C = 50 and η =

10%). Comparing Fig. 6.7 and Fig. 6.8, one can see that the energy consumption

with lower path loss grows much slower with the increasing offered load than the one

with high path loss. This is due to the fact that with a smaller path loss, the total

transmit power required to extend coverage to the moon cells is reduced, resulting

a smaller ρ in (6.33).
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Figure 6.9: The energy consumption per BS with α = 4, C = 50, η = 15%.

6.5.3.2 Impact of η

Fig. 6.9 shows the energy consumption results with a larger η = 15% (with

all the other parameters the same as used in Fig. 6.7). Comparing Fig. 6.9 with

Fig. 6.7, one can see that as η increases, the more aggressive patterns8 lose their

advantages in energy saving to the more conservative patterns at smaller offer load.

This is because a larger η gives a larger weighting factor to the transmit power

consumption, in which case the benefit of having more cooperating BSs available in

the more conservative patterns can be observed earlier at smaller offer load.

7according to the near-sinusoid daily traffic profile reported in [6]
8Pattern IV is considered as the most aggressive pattern, while the Pattern all-on is considered

as the most conservative pattern, in terms of the number of switched-off cell.
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Figure 6.10: The energy consumption per BS with α = 4, C = 80, η = 10%.)

6.5.3.3 Impact of C

Unlike the parameters α and η which are determined by the characteristics of

a given system, the service capacity C is a design parameter that can be expanded

by upgrading hardware and software at the BS [84]. Therefore, it is worthwhile to

study its impact to the energy saving performance. The impact of C is two-fold:

First, the service capacity C affects the call blocking probability. A larger

service capacity of BS helps reduce the call blocking probability for a given offered

load under any pattern, which loosens the constraint on pattern selection. For

example, with a given call-blocking probability QoS threshold 2%, compared with

the constraint with C = 50 as shown by (34), a larger C = 80 gives the following
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loosened constraint:

S=



{All − on, I, II, III, IV } , if E ∈ [0, 9.883);

{All − on, I, II, III} , if E ∈ [9.883, 13.81);

{All − on, I, II} , if E ∈ [13.81, 17.31);

{All − on, I} , if E ∈ [17.31, 34.39);

{All − on} , if E ∈ [34.39, 68.70].

(6.35)

Second, the service capacity C affects the relative frequencies of the cooper-

ating modes. A larger service capacity of BS reduces the likelihood that an active

BS is fully occupied, so that more active BSs can still participate the BS coopera-

tion at higher offer loads, which helps reduce the required transmit power (due to

cooperative beamforming).

In Fig. 6.10, we presented the energy consumption results with a larger service

capacity C = 80 (with all the other parameters the same as used in Fig. 6.7).

Comparing Fig. 6.10 with Fig. 6.7, the larger service capacity C allows the more

aggressive patterns to operate at higher offered load. For example, with C = 50 in

Fig. 6.7, Pattern IV has to switch to Pattern III at E = 5.75 Erlangs to guarantee

the call-blocking probability not exceeding the 2% threshold, even though at E =

5.75 Erlangs Pattern IV still demands less energy than Pattern III. However, with

C = 80 in Fig. 6.10, the switch between Pattern IV and Pattern III occurs at

E = 9.37 Erlangs, which is facilitated by the fact that with C = 80 Pattern IV is

allowed to operate up to E = 9.883 Erlangs without violating the 2% QoS threshold

of the call-blocking probability.
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6.6 Summary

In this chapter, we propose an energy-efficient BS switching strategy in which

some BSs are turned off and BS cooperation is used to effectively extend coverage

with guaranteed QoS. Based on the standard hexagonal cell network model, four

switch-off patterns are introduced to progressively turn more BSs off to save energy

according to the offered traffic load. We consider QoS from both the network-layer

and the physical-layer perspectives, and analyze the call-blocking probability and

the channel outage probability. We guarantee the QoS of the UEs under the energy-

efficient patterns by focusing on the worst-case transmission/reception locations

instead of just looking at the spatially averaged performance. With guaranteed

QoS, the energy-saving performance of the proposed scheme is evaluated. Both the

analytical and numerical results exhibit significant energy-saving potential of the

proposed idea of BS switching and cooperative coverage extension.

Several implications based on this work can be useful to practical cellular net-

works. First, switching off some BSs during low-traffic hours according to several

predetermined patterns is effective in energy-saving with feasible complexity. Al-

though the regular hexagonal cells hardly exist in reality, the well-planned macrocell

BS deployment and the consistent periodicity of traffic profiles [5,6] afford the off-line

computation of several progressive switching patterns for a certain area. Second,

BS cooperation can be used to effectively extend coverage, especially when some

BSs are off. Cooperation among BSs has been made available in recent standards

such as LTE-advanced, referred to as Coordinated Multi-Point (CoMP), facilitat-
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ing a basis for the proposed cooperative coverage extension scheme. Lastly, given

the significant energy-saving potential predicted by the theoretical model, it can

be worthwhile to investigate the potential signaling cost of pattern switching, UE

handover, and BS Cooperation, which will be interesting future research.
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Chapter 7: Conclusion and Future Work

7.1 Conclusion

In this dissertation research, towards the evolution of the green wireless com-

munications, we contribute to two main aspects of the wireless communications

system: air-interface and networking. After an overview of the principles of time

reversal and the recent research on energy-efficient network operations as a back-

ground for this dissertation, we have addressed the following problems.

First, we proposed the concept of TRDMA as a novel wireless media access

scheme for broadband wireless communications. In the context of the a multi-user

downlink system, we investigated its fundamental theoretical limits in terms of the

effective SINR, achievable sum rate, and the achievable rate with ϵ−outage. Based

on a simplified two-user case, the achievable region was presented to demonstrate

the advantages of the proposed TRDMA scheme over its counterpart techniques.

We also incorporated and examined quantitatively the impact of spatial correlation

of users to system performance to gain a more comprehensive understanding of

TRDMA.

Second, a TRDMA based uplink scheme was introduced to complement a u-

nique asymmetric architecture of the TRDMA based multi-user network. In the

140



proposed asymmetric architecture, most of the complexity and processing tasks are

shifted to the base station for both uplink and downlink, resulting in a minimal-cost

terminal devices in the network. Additionally, a comparative study between the

TRDMA system and the massive MIMO system was conducted, showing that in

essence the TRDMA system treats each path in the environment as a virtual anten-

na, and is equivalent to a virtual massive MIMO system under certain conditions.

Third, a 2D parallel interference cancellation technique was developed to fur-

ther enhance the system performance of the TRDMA uplink. The proposed 2D

parallel interference cancellation scheme can utilize the tentative decisions of the

detected symbols to effectively cancel both the inter-symbol interference and the

inter-user interference. An advanced multi-stage processing was also introduced by

cascading multiple stages of the cancellation, whose total delay increases linearly

with the number of stages, but independently with the number of users. The BER

performance of the single-stage scheme was analyzed, and the theoretical approxima-

tion derived in the analysis is well consistent with simulation results. Simulations for

up-to 3 stages of the proposed 2D parallel interference cancellation were presented

and compared with the basic TRDMA system without interference cancellation.

Lastly, the energy-saving potential of the cooperative networking was explored

in the context of cellular systems. We proposed a dynamic base-station switching

strategy and incorporated the cooperative base-station operation to improve the

energy-efficiency of the cellular networks. Specifically, four progressive switch-off

patterns were proposed and dynamically switched according to the traffic load to

maximize the energy saving without sacrificing the quality of service of users. T-
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wo quality of service metrics, the call-blocking probability and the channel outage

probability, were considered and guaranteed by identifying the user situated at the

worst-case locations. The cooperation of the base stations was used to efficiently

extend the network coverage to the areas with a switched-off base station. A signif-

icant energy-saving potential was observed for the proposed networking operation,

compared with the conventional network operation.

7.2 Future Work

In this dissertation, we have shown that the TRDMA system can have some

unique advantages to serve as a promising candidate for the air interface of the green

wireless communications. Another interesting feature of the time reversal structure

that has not been discussed in this dissertation is its physical layer security.

Secret communications have been of critical interest for quite a long time. Be-

cause of the fast technology evolution, a malicious attacker may easily find some

low-cost radio equipments or easily modify the existing equipments to enable a po-

tential intrusion. Moreover, wireless networks are extremely vulnerable to malicious

attacks due to the broadcasting nature of wireless transmission and often a dis-

tributed network structure. As a result, traditional security measures may become

insufficient to protect wireless networks. As the future work, we believe that the TR-

based communications can be further exploited to enhance system security based

on the unique energy-focusing effect.

In a rich scattering wireless environment, multiple paths are formed by numer-

142



ous surrounding reflectors. For receivers at different locations, the received wave-

forms undergo different reflecting paths and delays, and hence the multi-path profile

can be viewed as a unique location-specific signature. As this information is only

available to the transmitter and the intended receiver, it is very difficult for other

unauthorized users to infer or forge such a signature. It has been shown in that even

when the eavesdroppers are close to the target receiver, the received signal strength

is much lower at the eavesdroppers than at the target receiver in an indoor applica-

tion, because the received signals are added incoherently at the eavesdroppers.

Our future research plan is two-fold: first, we would like to understand the

secrecy capacity of the time-reversal communications; second, we will be interest-

ed in developing a time-reversal based secure communications protocol to leverage

the location-specific multi-path signatures to protect the secret information from

malicious users.
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